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Abstract. There exists ample literature on Petri nets and its poten-
tial in the modelling, analysis, synthesis and implementation of systems
in the manufacturing applications domain (see for example [54,15,18];
besides,in [66] an important bibliograph y is presented). This paper pro-
vides an examples-driven perspective. Nevertheless, not only complete
examples from the application domain are considered. Manufacturing
systems are frequently large systems, and conceptual complexity often
appears becauseof someparticular \lo cal" constructions.
The examples considered in this selectedtour try to intro duce in a pro-
gressive way some applied concepts and techniques. The starting point
is an assembly cell, for which models concerning several phasesof the
design life-cycle are presented. Afterw ards, some pull control and kan-
ban management strategies are modelled. Then, two coloured models of
production lines are presented. After that, a manufacturing system with
two cells is modelled, and the di�cult y of the practical analysis is shown.
For very populated manufacturing systemsor systemswith high cadence,
relaxation of discrete event models leads to hybrid and contin uous ap-
proximations, an example of which will be shortly intro duced.

1 Motivation and objectives

Petri Nets (PNs) constitute a well known paradigm for the designand operation
of many systemsallowing a discrete event view [53]. The purposeof this work is
to present, in a tutorial style, someexamplesin which manufacturing systemsare
modelled and analysed.Several books about PNs and the designand operation
of manufacturing systemshave beenpublished at the end of the last century [17,
15,65,56,44,66]. In the sequel, the reader is assumedto be intro duced to the
main conceptsin Petri Nets [50,42].

Basically a casestudy driven perspective is provided in this work. Neverthe-
less,not only full examplesfrom the application domain are considered.Man-
ufacturing systemsare frequently large systems,and conceptual complexity ap-
pearsbecauseof someparticular constructions that appear in part of the system.
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The examplesconsideredin this selectedtour try to progressively present some
applied conceptsand techniques.

The starting point (Sect. 2) is a manufacturing cell in which someconvey-
ors move parts that, processedinto two di�eren t machines (M1 and M2 ), are
assembled and evacuated. The internal movements of the parts in the cell are
executedby an industrial robot. Moreover, due to a relatively high rate of fail-
ures of a machine (M1 ), a bu�er allows a partial decoupling with respect to
the assembly machine (hence, also with respect to M2 ). This store (or bu�er)
acts like condensersin RC circuits: �ltering high frequency perturbations (i.e.,
attenuating the e�ect of frequent short failures that usually lead to many small
unavailabilit y periods). From an abstract perspective, this intro ductory exam-
ple shows someinteresting interleaving amongcooperation (here, the assembly of
two di�eren t kinds of parts) and competition (for the sharedresource:the robot)
relationships. In general terms, the intricate interleaving of these two kinds of
relationships leadsto the kernel of the conceptual complexity to master the be-
haviour of discrete event systems(DES). The presentation of this intro ductory
example is focusedon the advantagesof using di�eren t models of the samePN
modelling paradigm in order to deal with the di�eren t phasesof the designand
operation that appear during the life cycle of the process.

In general terms, the control of manufacturing systemsoften usessomepre-
established strategies. Among them the push strategy (from the input to the
output: from the raw parts to the �nished products), pull (from the output
backwards to the input: from the demand to the input of raw parts) and kan-
ban, that may represent many di�eren t kinds of tradeo�s between the above
mentioned basic strategies, are specially relevant. The purposeof Sect. 3 is to
show that this kind of control mechanisms (or management strategies) can be
appropriately modelled by meansof PNs (see,for example, [11]). Analysis and
optimisation of the obtained modelscan be done,but this topic is not considered
in detail in this section,sincethe main purposeis to show the practical modelling
power of the PN formalisms. This paper is mainly devoted to aspects related to
modelling, analysis and control design,and not on other topics, like simulation
or implementation issues,that although interesting and useful are not developed
here.However, simulation will be usedin this particular section to illustrate the
comparisonof di�eren t control techniques.

In many manufacturing systemsa signi�cant part of the apparent complexity
may derive from the existenceof several subsystemshaving identical (similar)
behaviours, or from many parts having similar processingplans. Under these
conditions (i.e., having signi�cant symmetries among components), the use of
high level PNs may be of interest. For this purposetwo di�eren t examplesare
presented. The �rst one (Sect. 4) concernsa French manufacturing line for car
assembly. The basic model is constructed in a very systematic way, by merging
a coloured PN model of the stations where manufacturing operations are per-
formed and a coloured PN model for the transportation system. The problem
with this basic model is that deadlocks may appear. A quite simple solution is
presented, being directly implementable in PN terms, just by adding a place
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(i.e., a constraint) appropriately marked. A step further is done through the
presentation of a closedline corresponding to an ovensproduction factory sited
in Zaragoza(Sect. 5).

In order to approach the limits of the actual knowledgein the theory and ap-
plication of PNs to manufacturing examples,two additional casesare intro duced
in Sect.6. In the �rst one(Sect.6.1), a model of a Flexible Manufacturing System
(FMS) (held in the Department of Computer Scienceand SystemsEngineering
of the University of Zaragoza)is established[25]. Even if modelling can be done
in this casein a \straigh tforward" way, analysis \requires", in the actual state
of the art, somemanipulations allowing the computation of sequentialised views
for the di�eren t process plans. In other words, it is not a direct application of
theory that brings somesolutions, but an indirect-pragmatically oriented engi-
neeringapproach. Going in the samedirection, in Sect.6.2 modelling with object
nets is done: this leadsto a powerful modelling approach [62]. Unfortunately, it
usually happens that the higher the abstraction level the formalism allows, the
more complicated its analysis becomes.However, it is always possibleto apply
simulation techniques, which can give insight of somesystem behaviours.

Discreteevent \views" may bevery convenient in many casesfor manufactur-
ing systems.Nevertheless,in someother cases,either becauseof computational
complexity problems (due to state explosion) or becausethe system presents a
\regular" high cadencebehaviour or is highly populated, uidi�cation or con-
tinuisation may be of interest [3,51,52]. A hybrid (partially continuised) model
of this category is presented in Sect. 7. For systems in which some parts are
\naturally perceived as continuous", a di�eren t PN interpretation leads to hy-
brid modelling (PrT r-DAE). In the present state of knowledge,this last approach
usessimulation as the main analysis technique (besidesthe application of stan-
dard analysistechniquesfor the study of the underlying discretemodel). Hybrid
models analysis techniques should much improve in the future. Finally, some
concluding remarks closethis work.

2 Life cycle and an introductory example: An assembly

manufacturing cell

This intro ductory example deals with a system in which the processplan is
quite easy:Parts \ A" and \ B" should be produced (at machines M1 and M2 ,
respectively) and later assembled (a rendez-vous) in machine M3 to obtain a
�nal product that leaves the manufacturing cell. In this trivial cooperative sys-
tem, two additional elements are intro duced. First, relatively important failures
and repairs are taken into account for M1 . With the idea in mind of partially
decoupling these accidents with respect to the operation of downstream ma-
chines (here M3 ), a buffer (inventory place, deposit) is intro duced. If M1 fails,
the downstream machine, M3 , may continue working for a while consumingthe
parts already in the bu�er. If the upstream machine M1 is repaired before the
bu�er is emptied, the failure will not a�ect the downstream line (hereM3 , only).
SinceM3 is an assembly machine, its stopping condition will propagate to the
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upstream line (here M2 ). The bu�er is a passive element. At this point, the full
systemonly exhibits cooperative activities. A typical competition relationship is
intro duced by meansof the movement of parts inside the system. In this casea
robot feedsM1 and M2 (from the conveyor belt), feedsthe bu�er (from M1 ),
and moves parts A (from the bu�er) and B (from M2 ) to M3 . Therefore, all
theseactivities are in mutual exclusion(mutex ). Thus this intro ductory example
(Fig. 1, that will be explained more in detail in Sect. 2.1) has cooperation and
competition relationships. If the competition for the useof the robot is ignored,
the cooperative parts can be described by a free-choice net system [57]. The
addition of the robot-idle place transforms the net into a simple or asymmetric
choice.

2.1 Basic autonomous model: dealing with basic relationships at

the net level

The net in Fig. 1 models both the plant and the work plan, from a coordination
viewpoint. In the initial state, all the machines and the robot are idle, and the
bu�er is empty. The only enabledtransitions are thosethat represent the start of
the loading operation of either M1 or M2 , but only one of them can occur (i.e.,
there is a conflict situation). The autonomousmodel leavesundetermined which
onewill occur, it only states that theseare the possibilities. AssumeM1 is to be
loaded,what is represented by the occurrenceof transition t1 . Then the marking
changes:onetoken is removed from each input placeof the transition (R idle and
M1 idle) and one token is put into the output place (M1 loading). Notice that
tokenswere required from two input places,meaning that the loading operation
requires that both the machine and the robot are ready: it is a synchronisation
of both. Now the only enabledtransition is the one representing the end of the
loading operation, but the autonomous model leaves undetermined when will
this happen, it only states that it can only happen whenever loading is in course
(which allows to represent sequencing). At the �ring, the token is removed from
M1 loading and tokensare put in M1 working and R idle. In this new marking,
both output transitions of M1 working are enabled in conict (it may either
complete the work or fail), and also the start of the loading of M2 is enabled.
This latter transition and a transition from M1 can occur simultaneously, or
in any order (their enabling is independent), what allows to faithfully model
concurrency. Notice the correspondenceof subnets and subsystems(M1 , M2 ,
M3 , B1 , and R), and the natural representation of their mutual interactions. (It
goeswithout saying that operation placescould be re�ned to show the detailed
sequenceof operations in each machine, etc.)

We have depicted as bars those transitions that represent control events,
while transitions depicted as boxes represent the end of an operation, or the
occurrence of a failure. At the present stageof autonomoussystems,thesedraw-
ing conventions, and also the various labels, are literature: the dynamics of the
model is not a�ected by these details, which are intended to make clearer the
\ph ysical" meaning of the model.
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Fig. 1. An autonomous place/transition system that formally describes the logic be-
haviour of a manufacturing cell.

This autonomousmodel can be usedfor documentation/understanding pur-
poses,and also to formally analyse the non-deterministic possible behaviours.
Classical PN analysis techniques allow to e�cien tly decide that this system
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model is bounded (i.e., �nite state space), live (i.e., no action can become
unattainable), and reversible (i.e., from any state the system can evolve to its
initial state).

Classical (and basic) reduction rules [49] allow to transform the model into
a marked graph:

1. Every path start loading −→ loading −→ end loading is a macrotransition.
Therefore it can be reducedto a single load transition, preserving the (pro-
jected) language,henceliveness,boundedness,reversibilit y, etc.

2. After the previous step, place R idle self-loops around the four load transi-
tions, and can be removed preserving the language(i.e., it was an implicit
place).

3. The placesworking and down in M1 and their connecting transitions form
a macroplace.

The resulting markedgraph is strongly connected.Therefore,it is structurally
bounded (i.e., it is bounded for any initial marking, not just for the one that
is shown here), and it does not contain unmarked circuits, so it is live and
reversible.

2.2 The performance evaluation model: stochastic T-timed

interpretation and analysis

If the purposeof the model is to evaluate the performanceof the manufacturing
cell, or to investigatedi�eren t scheduling policies, then timing information (e.g.,
duration of operations, meantime betweenfailures, etc.) can be incorporated to
the model, for instance specifying the delay in the �ring of transitions. Diverse
timing speci�cations are possible(e.g., stochastic, deterministic, time intervals,
etc.), each one best suited for a particular purposeor degreeof detail required.
In Fig. 2 the �ring delays are speci�ed by their mean times.

In a preliminary designstage,wherethe issueis machine selectionand dimen-
sioningof the system,a stochastic timing speci�cation, such asthat of generalised
stochastic PNs [1], is best suited. In the example we assumethat the distribu-
tion of time delays corresponding to operations and movements is phase-type,
namely Erlang-3, while failures and repairs follow exponential distributions. All
other transitions are immediate, they �re as soon as they are enabled (so they
are prioritary w.r.t. timed transitions). Conicts betweentimed transitions are
solved by race policy, while conicts between immediate ones are solved in a
probabilistic fashion).

It was seenin Sect. 2.1 that this system is reversible. Therefore, the reach-
abilit y graph is strongly connected,and this allows to deduceergodicit y of the
stochastic processand irreducibilit y of the underlying Markov chain.

Markovian performance analysis can be used to assist in the dimensioning
of B1 , or to analyse its impact. With given failure and repair rates for M1 ,
throughput is plotted versusbu�er size in Fig. 3.

Economic considerations(in terms of throughput, required investment, and
work in progress) would allow to optimise the bu�er size. The plots in Fig. 4
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N

Timing:

Operation: 6 t.u.

Robot movement: 1.6 t.u.

M1→B1 transfer: 0.6 t.u.

Synchronization: 0 t.u.

Failure: exp, mean 1/λfail

Repair: exp, mean 0.15/λfail

Fig. 2. A timed place/transition system that allows performance evaluation and opti-
misation of a manufacturing cell.

show how the e�ect of the bu�er varies depending on the nature of the failures.
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Fig. 4. Performance evaluation of the cell in Fig. 1 with respect to failure rate.

Keeping the failure/repair ratio constant (i.e., the % of unavailabilit y of the
machine due to a failure is constant), di�eren t situations can be observed:

– Very unfrequent failures with very long repair times (left side of the plot).
The throughput is reduced,and is insensibleto the bu�er size,becausethe
repair time exceedslargely the time to empty the bu�er.

– On the other extreme, in the caseof very frequent slight failures, a relatively
small bu�er is able to �lter out the high frequencyperturbations represented
by the failures, and the throughput is equal to the throughput in the caseof
no failures.

– When the order of magnitude of repair times are similar to the time re-
quired to empty the bu�er, its size is most critical in order to increasethe
throughput.

Notice that for the caseN = 0 the model in Fig. 1 should be changed,
removing B1 . That is, the \ unloading" operation should be merged with the
\ loadingA" and placeslots removedsinceit becomesimplicit. Then, M1 becomes
essentially identical to M2 , except for the presenceof failures. It results in a more
tight coupling of the machines that leadsto a signi�cantly lower throughput.
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2.3 On the optimal scheduling: Performance control

Assume that, after the optimisation of the design that involved performance
evaluation, the capacity of the bu�er is �xed to two. Although the plant param-
eters are �xed, the actual performance of the system may vary depending on
how it is controlled. The scheduler is in charge of controlling the evolution by
enabling/disabling the transitions that initiate robot load operations (i.e., these
are the controllable transitions here).
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Fig. 5. E�ect of di�eren t scheduling policies in the manufacturing cell of Fig. 1.

Fig. 5 shows the Gantt charts of two possible scheduling policies assum-
ing deterministic timing and disregarding failures. In Fig. 5(a) operations are
scheduled as soon as possible,solving eventual conicts in the allocation of the
robot by �xed priorities (M2 is prioritary over M1 ). A periodic regimeis quickly
reached, in which:

– The cycle time is 10.8 (i.e., throughput without failures is 0.0926).
– The bu�er contains at most one part, so parts are not accumulated to be

usedin the event of a failure.

The Gantt chart in Fig. 5(b) shows an evolution in which the scheduler
prevents interrupting M1 until it gets blocked, and prevents interrupting M2
and M3 from then on. This policy �lls up the bu�er to be prepared for eventual
failures and achieves a cycle time of 9.2 (i.e., throughput 0.1087) in normal
operation, thus the bu�er allows to increaseproductivit y in more than 11%.Let
us check that this policy can be proved to be optimal.

As already mentioned, let usconsiderthe systemwithout failures (i.e., remov-
ing the failure-repair loop). One way of reasoningto obtain an optimal schedule
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for this systemis as follows: the skeleton of the systemis clearly a strongly con-
nected marked graph provided with a monitor place (idle state for the robot).
Thus the unique T-semio w is x = 1 (i.e., a vector of 1s). This meansthat all
the transitions, in particular the four immediate in which the robot starts to
work, should be �red in the same proportion in any \long enough" sequence.
Even more, the steady state should be de�ned by repeating sequencesin which
t1 , tb, t21 and t22 (i.e., all the transitions before the \ loading" places) appear
once. Since those transitions are the only ones that may be in conict, the
scheduling problem reducesto choosing the relative order in which they should
be �red. Given the repetitiv e behaviour of the steady state, in principle any
transition can be taken as the �rst, thus there exist at most 3! = 6 possibilities
to explore. Assume t22 is �red �rst. In this casenothing opposesto take t21
as the secondone to �re, becausethere is a marked place (M2idle) connecting
the end of the �rst loading operation with the start of the secondone (in other
words, by choosing t21 as the secondoneno constraint is added). Therefore, the
question now is to choosebetween t1 and tb. Before going to that question, let
us observe that �ring an appropriate transient sequencethe bu�er can be �lled,
at least partially . In doing that, the �ring of t1 and tb are \decoupled" by a
�nite sequence,i.e., both can be �red in any order, while keeping the goal of
computing an optimal schedule. If, after t21 , transition t1 is �red, the cycle of
useof the shared resource(the robot) is �nished by �ring tb (and later t22 for
a new cycle).

A general upper bound of the throughput (lower for the cycle time) of the
original systemcan be computed by meansof a linear programming problem [9].
For this particular case,the lower bound for the cycle time is 9.2 time units.
Looking at Fig. 5(b) it is clear that this lower bound can be reached with the
previous ordering. However, an alternativ e procedurecan be usedto prove it.

Intro ducing places{p2 , p3 , p4} to put an order in the useof the robot: t21 -
p2 -t1 , t1 -p3 -tb, tb-p4 -t22 (observe that p1 , for t22 -p1 -t21 , is equal to M2idle,
and so it is already present and marked), the place representing the idle state of
the robot becomesconcurrently implicit [55], thus it can be removed for any time
interpretation, and a marked graph is found (seeFig. 6). Under deterministic
timing the exact cycle time for any marked graph can be computed by means
of the same linear programming problem mentioned above [8]. The obtained
value for this case is once again 9.2, thus under deterministic timing and no
failures, the set of added constraints, places{p2 , p3 , p4}, constitute an optimal
scheduler. The reasonis that adding that constraints (placesp2 , p3 and p4 ) the
lower bound for the cycle time is now known to be reachable.

2.4 The controller: The marking diagram interpretation and

fault-tolerant implementation

Controlling an existing manufacturing system(MS) meansconstraining its evo-
lution in order to guarantee the desired logic behaviour or/and to optimise its
performancesat operation. If the plant to be controlled is modelled asa PN, the
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Fig. 6. Implementation of a scheduler that leads to the minim um cycle time.

control decidesthe �ring or not of enabledtransitions. Usually, not every tran-
sition can be disabled (e.g., a failure, the completion of an operation, etc.), so
transitions can be classi�ed ascontrollable or uncontrollable. Controllable points
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are thoseat which the decisionmaker (e.g., a scheduler) inuences the behaviour
of the system.

Typically, concerningthe logic behaviour, it is important to avoid undesirable
or forbidden states,such asdeadlocks, or to guarantee certain mutual exclusions,
while performancecontrol aims to maximise throughput or a more generalcost
function (e.g., involving alsowork in progress,machine utilisations, etc.), by de-
termining the �ring epoch for transitions (scheduling). PNs with an appropriate
timed interpretation are very well suited to the modelling of scheduling problems
in parallel and distributed systems.PNs allow to model within a singleformalism
the functional, temporal, and resource constraints. Thesedetermine the enabled
transitions, and then the scheduling problem is reducing the indeterminism by
deciding when to �re which transitions among the enabled ones.In scheduling
theory [12] it is conventionally assumedthat tasks are to be executedonly once.
Periodic or cyclic schedules[34] are seldom treated by the theory despite they
abound in practice. PN scheduling techniquesallow to facetheseproblems. The
sameas for the analysis,enumerative, net-driven, and net-basedapproachescan
be found in the literature. The computational complexity of scheduling problems
leadsin practice to sub-optimal solutions obtained using heuristics, arti�cial in-
telligence techniques, etc.

Usually, the control receivesinputs from the plant, besidesof emitting signals
to it, so it operates in closed loop (the plant and the control are composed in
parallel, in discreteevent systemsterminology). The sameasPN can be usedto
model and analyse an MS, its control can often be represented within the PN
formalism, perhaps incorporating an appropriate interpretation.

Coming back to the manufacturing example,if the model is meant asa spec-
i�cation for a logic controller, the �ring of transitions must be related to the
corresponding external events or inputs, and the outputs that must be emitted
have to be speci�ed. The inputs, which condition the evolution of the controller,
may comefrom plant sensors(e.g., when R �nishes loading M2 it emits a signal
loaded M2) or from other levelsin the control hierarchy (e.g., when the scheduler
decides| in view of the state of the systemand the production requirements |
that M1 should be loaded, it sendssched M1). The outputs may command the
actuators (e.g., STARTM3initiates the assembly sequencein M3 ) or send infor-
mation to other levels in the control hierarchy (e.g., REPAIR!raisesan alarm to
call the attention of maintenancesta�, or an interrupt that activates automatic
recovery; B1 CONT(m)updates the number of ready \A" parts in the production
database,etc.). The PN model in Fig. 7 capturesthis information. Following ap-
propriate conventions in the speci�cation (e.g., those imposedin the de�nition
of Grafcet [15]), a model similar to this one could be used directly as a logic
controller program.

Once a suitable PN model for a controller has been obtained it has to be
implemented. Basically an implementation is a physical device which emulates
the behaviour expressedby the model. One advantage of using PNs as a speci�-
cation formalism is their independencew.r.t. the precisetechnology (pneumatic,
electronic, etc.) and techniques(hardwired, microprogrammed, etc.) of the �nal
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Fig. 7. A marking diagram that speci�es the behaviour of the logic controller of a
manufacturing cell.

implementation. Presently , in MS control, programmedimplementations are the
most usual, running on a wide range of computer systems(e.g., industrial PC's,
programmable logic controllers, etc.).
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The (programmed) implementation is a�ected by the selectedPN formalism
(low or high level, di�eren t interpretations of the �ring rule), the algorithmic ap-
proach (interpreted, wherethe PN model is a data structure, or compiled, where
a program is obtained from the given PN; centralised or parallel/distributed
schemas), and the computer architecture (high or low level programming lan-
guage;single or multi processor).

For the caseof local controllers speci�ed by low level PNs with input and
output signals (lik e that shown in Fig. 7), a usual choice are interpreted im-
plementations (\tok en players") [61,48]. The basic schema is a cyclic program
that readsthe inputs, computesthe evolution of the marking, and generatesthe
outputs once and again. A major issue is the e�cien t computation of enabled
transitions. An exampleof an e�cien t technique for this purposeare representing
places (see,for instance,[13]). The idea is to appropriately selectoneinput place
per transition (its representing place). It is always possible(perhapsafter some
net transformations) to classify placesas either representing or synchronisation
places, whereeach of the former is the representing placeof all its output transi-
tions. The marked representing placesare kept in a list (we assumesafenessfor
simplicit y), that is updated at each transition �ring. In each cycle, only the out-
put transitions of marked representing placesare tested for enabledness,eventu-
ally checking the marking of somesynchronisation places.A possibleselectionof
representing placesfor the net in Fig. 7 are all but R idle, slots, ready \A" parts,
waiting \A" , and free \B" (thus, thesewould be the synchronisation places).

The inherent parallelism captured by a PN model is somehow dismissedin
centralised implementations. Diverse parallel and distributed implementations
have beenproposed(see,for instance, [13]). The structure theory of PNs allows
to identify certain components in a given net that are useful for distributing or
parallelising the implementation. Particularly , live and safestate machine com-
ponents lead to cyclic sequential processesthat can be directly implemented, for
instance, as Ada tasks. In such case,other placescan be represented as global
variables, semaphores,etc. Coming back to the example, we easily identify M1
and M2 as sequential tasks, M3 can be decomposedinto two synchronised se-
quential tasks, slots and ready \A" parts are semaphores,and R idle is a mutual
exclusionsemaphore.

In the implementation of higher control levels, some convergencehas ap-
peared between the �elds of PNs and arti�cial intelligence (see, for instance,
[40], [60]). In this sense,transitions play the role of rules while the working
memory can be split into several nodes corresponding to the respective input
places.With respect to classical PNs implementations, the search for enabled
transitions is carried out by the matching phase in the rule system, which can
take advantage from the partition into local working memories.For the selec-
tion phase transitions can be grouped into conflict sets by inspecting the net
structure, and each one can be provided with a particular resolution strategy.

An important issuewhen designinga control systemis that of safety. Formal
modelling and analysis tools are neededto engineer safe computer-controlled
systems.For this task it is necessaryto consider both the control system and
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its environment, for which PNs are a suitable formalism [37]. When faults can
happen the controller shouldbeable to detect them and even react appropriately
degrading system'sperformanceas little as possible.

Let us briey concentrate here on the detection and recovery of faults in the
controller itself. Several techniques have beenproposedto produce safeand/or
fault-tolerant PNs basedcontrollers. We illustrate next one of these techniques
which are supported by PNs theory: the spy/observer schema.
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Fig. 8. Duplication versusobservation.

In general,N-version programming techniques,that is, the controller is repli-
cated and a voting mechanism is intro duced [4], can be used. A lessexpensive
schemais basedon the ideaof an observer [5] or spy [63],which accepts\normal"
behaviours seenthrough someobservable, or check, points. In Fig. 8 duplication
and observation schemas are compared. The observable points are transitions
whose�ring is reported to the spy/observer (transitions are classi�ed as observ-
able or non-observable, dually to the classi�cation into controllable and uncon-
trollable). The spy/observer can be modelled as a PN equivalent to the original
onew.r.t. observable transitions (non observable transitions are consideredsilent
and can be reduced). In the �nal implementation, the code corresponding to the
spy is mergedwith the codeof the proper controller. An observer is alsoemployed
in [19] for formal validation.

Coming back to the example, consideringas observable all the synchronisa-
tion transitions in the net (i.e., those corresponding to the initiation of robot
operations, initiation of a transfer from M1 to M2 , and initiation of an assembly
in M3 ) the corresponding spy is shown in Fig. 9. (Notice that this spy is obtained
applying the samereduction rules that were applied for the analysis.)
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Fig. 9. A spy for the net in Fig. 1.

3 Modelling some classical management strategies in

manufacturing: pull control and kanban

The primary goal of many manufacturing systemscan be expressedin terms of
the maximisation of the production rate, the minimisation of the work-in-process
(WIP) inventory, and minimisation of the delivering delay (di�erence between
the date of a demand and the date of serving it). The above criteria usually
leads to some contradictory situations. For example, minimising WIP usually
lead to higher delivering delays, what may even represent losing some selling
opportunities (impatient clients).

Among the many imaginable strategies for the management of production
systems,push control is basedon the idea of \advancing" tasks relative to pro-
duction as much as possible. Thus the behaviour of the production plant is
\externally" constrained by the raw materials available, and by the capacity of
bu�ers for storing �nished products. Under this strategy, raw materials \push
the production", and delivering delays are minimised at the expenseof, even-
tually , important WIP costs. In many casespush-type behaviours use demand
forecasts to generate the production plans. On the contrary , under the basic
pull control strategy, the customersdemandstrigger the production, i.e., \pull
the production". Thus the WIP cost is reduced to a minimum, at the expense
of more important delays for delivering, i.e., at the expenseof decreasingthe
quality of customer service.

In the manufacturing arena, it is well known that just in time (JIT) ap-
proacheslead to low WIP costs.In order to conciliate the above mentioned con-
tradictory performances,many hybrid push/pull control algorithms have been
proposedin the literature. Kanban systems allow to deal with di�eren t kinds of
thosestrategies,trying to smooth and balancematerial o ws by usingseveral ap-
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propriately controlled intermediate inventories. In essencekanbansarecardsthat
circulate betweena machine (or sequenceof machines) and a downstream bu�er.
When a withdrawal operation liberates a position of an intermediate bu�er, a
card is recirculated in order to allow the production of a new part to compen-
sate \the previous loss" in the inventory site. The number of kanbans around a
machine(s)-bu�er subsystemdetermines the bu�er size. In a kanban controlled
system,production of parts is triggered in responseto \in termediate demands".
As already mentioned in the cell manufacturing exampleof Sect. 2, the parts in
any intermediate bu�er try to \protect" the operation of downstream machines
from possible interruptions of upstream machines. If the repairing time of the
machine under failure is \not too big", the bu�er will not empty and the failure
will not a�ect the downstream machine. Therefore intermediate bu�ers \can be
perceived" as condensersin electrical circuits or resorts in mechanical systems,
allowing relatively uncoupledbehaviours on production lines subsystems.A cer-
tain number of questions arise in order to optimise the production: Where to
put the intermediate bu�ers?, How large?, Which strategies should be used for
control?, etc.

The point here is that at a general level, Petri nets {with some timed in-
terpretation, for example, GeneralisedStochastic Petri Nets [1]{ can be used
to model di�eren t designsand control strategies. By using appropriate perfor-
mance evaluation models, the optimisation of the strategy used to control the
material o w (i.e., making the more appropriate decisions),even the tuning of
its parameters,can be formally studied.

Single-output assembly manufacturing systemshave usually, from the output
point of view, a tree-like topology. In the manufacturing domain, it is usual to
represent machinesascirclesand bu�ers astriangles (Fig. 10). The (output) root
of the tree represents the �nished goods bu�er. In order to simplify the presenta-
tion, let us assumea single level assembly stageand two previous manufacturing
stages(Fig. 11).

Fig. 10. Topology of an assembly manufacturing system: machines are shown ascircles
and bu�ers as triangles.

The basicschemaof a production stagecan be easily described in PNs terms
by meansof the connectedmarked graph in Fig. 12(a). According to that, pro-
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stage 1

stage 2

assembly
stage

Fig. 11. Two manufacturing stages(with their bu�ers) followed by an assembly stage
(with the �nished products bu�er).

duction stagesare composedof a raw parts container (raw ) synchronised with
a demand for production (demand ), followed by the waiting queueand machine
working place (dr ), and the place representing the single machine (machine);
and �nally its output bu�er of �nished parts (f ). The transition in the self-loop
of the machine is timed (processingtime of a part). Thus the utilisation rate of
the machine is given by the probabilit y of non null marking in placedr (at least
one part needsto be processed).

raw

demand

dr

machine

f (finished)

(a)

dr

machine

f

(b)

Fig. 12. Basic schema of a production stage.

It is common in certain casesto assumethat there are always enough raw
parts. This meansthat place raw can be removed becauseit is not a constraint
any more (it is implicit: i.e., it is never the unique that forbids the �ring of its
output transition). In doing so, becausethe transition between placesdemand
and dr is immediate, both placescan be merged into a single one (we keepthe
name dr ). In Fig. 12(b), the simpli�ed model is presented. It will be a basic
building block for the models of this section. In order to simplify the drawing of
nets, in the sequelplace machine will be removed, while it is assumedthat the
�ring semantics of the corresponding transitions is single server [8]. Transitions
with single servers semantics will be graphically denoted here as dashedtimed
transitions. Observe that at this level it is assumedthat the machines do not
fail.
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A basicpull control system(base stock control system, BSCS[11]) is presented
in Fig. 13. It consistsof two production stages(with k1 and k2 parts �nished in

dr1

machine1

f1q1

k1

dr2

machine2

f2q2

k2

dr3 machine3 f3

q3

k3

delivering

customers
demands

demand

Fig. 13. Production of parts A and B (stages 1 and 2) and �nal assembly (stage 3),
with a basic stock (pull) control system (BSCS) and assuming single server semantics.

stage 1 and stage 2, respectively), feeding an assembly stage (initially with k3
�nished parts). When a customer'sdemandappears,placesdr1 and dr2 receivea
(new) token, in order to produceanother part for each stage.Customersdemand
allows to serve �nished parts, represented by tokensin place f3 , initially marked
with k3 tokens. A main problem in this basic schema is that the limitation of
the WIP is not assuredin any of the three stages(two for production and one
for assembly, in the present case).It is not di�cult to seethat under saturation
of customers demands (i.e., under the hypothesis that there exists an in�nite
number of customers demands), the production cycle time (the inverse of the
throughput) is bounded by the slower of the three machines:

θ = max{θ1, θ2, θ3}

Simultaneous kanban control system (SKCS) and independent kanban control
system (IK CS) are modelled in Fig. 14 and Fig. 15. As happened before, in
both casestwo production stagesare followed by an assembly stage.Even under
saturation of customersdemands,the capacity of the stagesare k1, k2 and k3,
respectively, while the production cycle time under deterministic timing is once
again θ, i.e., de�ned by the slower machine (becauseall ki are greater than zero).
Under stochastic timing, θ is a lower bound for the cycle time (i.e., 1/θ is an
upper bound for the throughput).

The di�erence among SKCS and IK CS is that the �rst one feedssimultane-
ously the assembly stage and the new production order for the (two) previous
stages.In the secondcase,separatekanbans feed stages1 and 2, while feeding
the assembly stage is automatic, when appropriate parts exists (in b1 and b2 ).
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Fig. 14. Simultaneous kanban control system (SKCS).

dr1 f1q1

k1

dr2 f2q2

k2

dr3 f3

q3

k3

delivering

customers
demands

b1

b2

independent kanban 1

independent kanban 2

demand

Fig. 15. Independent kanban control system (IK CS): Kanbans are independently gen-
erated for machine 1 and machine 2.

Obviously, in transient behaviours, the independent casecan be better than the
simultaneous one.

A more elaborated kanban system is presented in Fig. 16. It is the so called
independent extended kanban control system (IEK CS) [11]. Under saturation of
customersdemandsit behavesexactly like the above schemes(SKCS and IK CS).
Nevertheless,in this casedi�eren t kanbans sendsimultaneously requestsfor the
production of primary parts (in stage 1 and stage 2), for an assembly to be
done, and for the delivery of a �nished part. This may lead to someinteresting
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Fig. 16. Independent extended kanban control system (IEK CS).

behaviours, potentially reducing the WIP, while keeping a good reactivit y to
demands.

These control policies have been simulated assumingin all casesthat θ1 =
0.5, θ2 = 1, θ3 = 0.4, k1 = 1, k2 = 1, k3 = 2 and, for IEK CS, s1 = s2 = 0 and
s3 = 1. A burst of 5 simultaneous demandsis simulated at 15 t.u. The results
for the di�eren t control systemsin Figs. 13-16are represented in Fig. 17, where
(a) shows the marking of place demand (unsatis�ed demand), (b) shows the
marking of place f3 (complete products in stock), and (c) shows the throughput
of the assembly station. Becausethe \deliv ering" transition is immediate, the
unsatis�ed demand at 15 t.u. is equal to 5 minus the products in stock: 2 for
BSCS, 3 for SKCS and IK CS, and 4 for IEK CS. In this case,BSCS, SKCS and
IK CS needmore or lessthe sametime to \satisfy the demand" (the marking of
the place demand returns to zero), while IEK CS is the last one. However, the
stock of complete products in absenceof demand is much larger under BSCS
(3), than under IEK CS (1). With respect to the throughput, SCKS, IK CS and
IEK CS work on demand, so the throughput is zero before the demand. Under
BSCS, a �rst outburst of the production appears,sincethe intermediate stocks
f1 and f2 are usedto producethe �nal assembly. In other words, the systemtries
to completeasmuch products asit can, instead of keepingstocks of intermediate
elements. That is the reasonwhy although the stock under BSCSis 3 and under
IEK CS is only 1, it doesnot take three more times to satisfy the demand in the
latter case.

Many other schemesof this typecanbe imagined.The important point at this
level is that modelling with PNs is frequently quite straightforward (if control
strategiesdo not depend too much on particular data), and analysiscan provide
useful information about the behaviour of the intended control strategy.
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Fig. 17. Simulation of the di�eren t control policies in Figs. 13-16.

4 A coloured model for a car manufacturing line

A relatively frequent characteristic of production systems is the existence of
symmetries due to the presenceof subsystemsthat behave \in a similar way".
Coloured PNs allow to exploit these symmetries and generatea more compact
model. Coloured Petri nets can also be extended, as in [30,31], or abstraction
on the formalism (i.e., the underlying PN model) can be done in application
oriented interfaces,as in [64]. Here just basic coloured Petri nets will be usedto
model someexamples.

4.1 A car manufacturing system

The following example shows a coloured PN model of a realistic MS (part of a
exible workshop of a car factory), taken from a casestudy [39].

The FMS shown in Fig. 18 consistsof:

22



Si

P

U L

S1Sn

T1TiTn

L

P

UFU

FP

FL

loadunload

input

output

next

T

FT

(n,x,out)

1

(1,x,in)

n

x

(x
,x

,in
)(x,x,out)

x

xx

x x

x

xx

x

x x

x x

xx+1

Stations

Transport

(y,x,z)(y,x+1,z)

Fig. 18. A exible workshop that processescar bodies in several stations, and its
coloured PN model

– Several workstations (S1 to Sn). All the workstations behave in a similar
way: car bodiesto beprocessedare loadedin table L (input bu�er of capacity
one), then transferred to table P (actual processing),and then transferred
to table U for unloading (output bu�er of capacity one). For simplicit y, we
disregard the nature of the preciseoperations performed in the station, and
therefore,werepresent a model of a genericworkstation. A station behavesas
a pipeline with three stages:L, P , and U , represented by the corresponding
places,which can be active simultaneously. The complementary placesFL,
FP , and FU represent, when marked, that the respective stage is free. The
colour domain of all these places is {1, . . . , n} for the stations. A token of
colour i in placeP represents that workstation Si is processing.Transferring
a processedpart from table P to table U in workstation Si requires one
i-token in P and FU , and puts one i-token in U and FP .

– An unidirectional transport system, consisting of several roller tables (T1
to Tn). Car bodies enter the system in table T1 and leave it from Tn,
after being processedin onestation (the onedecidedby the scheduler). The
model for this transport system consistsof two places,T and FT , for the
occupied and free tables, and transitions to represent the input or output
of a car body, a movement to the next table, and the load or unload of
a station. The colour domain of FT is {1, . . . , n} for the tables, and the
colour domain of T is ({1, . . . , n}, {1, . . . , n}, {in, out}), where the �rst �eld
identi�es the table, the secondone the destination station of the car body,
and the third one the status of the car body (in when not yet processed
and out when ready to leave the cell). Notice that, at the �ring of transition
input , a destination station is assignedto the incoming car body. In net
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terms, this meanssolving a conict among the di�eren t �ring modesof the
input transition. The destination is determined by the scheduler, possibly
taking into account the state of the systemand the production requirements.
That is, the scheduler (placed at a higher level) controls the behaviour of
the coordination model represented by the coloured PN.

The completenet model is obtained merging the load and unload transitions
of the submodels for the workstations and the transport system.The loading of
Si from Ti is represented by the �ring of transition load in mode i: it consumes
a token (i, i, in) from T and an i-token from FL and puts i-tokensin L and FT .
Similarly for the unloading, where the \status" colour of the token deposited
in T is out indicating that the car body in the corresponding table has been
processed.

4.2 On the control of the production line

Besidesavoiding deadlocks, let us considera control policy to improve the per-
formance.

ii+1

2

31

4
ii+1

1

2

3

Fig. 19. (a) Complete deadlock (b) Temporary deadlock.

Analysis of this systemprovesthe existenceof deadlocks: when all the tables
in a given station are occupied and a car body is waiting in the corresponding
table of the transport system to enter this station, a deadlock is reached, see
Fig. 19(a). The deadlock can be avoided by making sure that no more than
three car bodies scheduled for the samestation are present in the systemat any
time. This can be enforcedby limiting the number of �rings of input in a given
mode w.r.t. the number of �rings of output in that mode. This is implemented
by place O (for orders) in Fig. 20(a), whosecolour domain is {1, . . . , n} for the
destination stations, marked with three tokensof each colour.

Notice that, if O is marked with two tokensof each colour instead of three,
unnecessarystoppagesin the transport system, that could reduce the through-
put, are avoided. These stoppagesappear when a car body waits in front of
its destination station becausethis station is processingand the load table is
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Fig. 20. Adding place O to the net model in Fig. 18, with a suitable marking, avoids
deadlocks and stoppages.

occupied, seeFig. 19(b). We cannot proceed to load the third car body until
processingis completed, the processedcar body is transferred to the table U ,
and the car body in table L is transferred to table P . In the meanwhile, other
car bodies may be prevented from advancing to their destination beyond that
station.

The �rst columns in Table 1 (observe the output) compare the steady state
throughput of thesetwo control policies for di�eren t processingtimes in a three
cells workshop. All the cells are assumedto be equal, and the car bodies are
sent to all of them with the sameprobabilit y. The transitions are assumedto
follow exponential distributions, of mean one for all the transport operations
(both inside and outside the cells). It can be seen that, if the processingis
fast with respect to the transport, the two policies are more or lessequivalent.
However, if the processingtakes \m uch time", the throughput is better under
the most restrictiv e policy. Intuitiv ely, since the processingneeds more time
than the transportation, it is better to be sure that the parts can advance till
the processingstation.

Finally, in the above control it wasassumedthat the scheduler controls tran-
sition input and observes just transition output . If also the occurrencesof tran-
sition unload were observed, it might be possible to improve the performance
of the control policy by allowing a limited number of unprocessed orders in the
system (seeFig. 20(b)).

Table1 comparesthe resultsof both control policiesfor the previousexample.
It shows that if the number of orders allowed in the system for each machine
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Mean Observe the output Observe the unload
processing Throughput Throughput

time Three orders Two orders IncreaseThree orders Two orders Increase
1 0.2971 0.2984 0.45 % 0.2969 0.3002 1.11 %
5 0.2434 0.2763 13.54 % 0.2378 0.2809 18.14%
10 0.1669 0.2173 30.24 % 0.1617 0.2210 36.66%
15 0.1227 0.1671 36.17 % 0.1189 0.1690 42.12%
20 0.0964 0.1331 38.07 % 0.0935 0.1341 43.45%
50 0.0418 0.0578 38.51 % 0.0406 0.0579 42.70%

Table 1. Throughput comparison for the system in Fig. 20(a), if place O is marked
with two or three tokens of each colour.

is 2, the throughput increasesslightly when the unload transition is observed.
However, if three orders are allowed, the throughput decreases.Intuitiv ely, with
at most three orders for each machine the system was already saturated, and
allowing a greater number of car bodies only makes it worse.

5 On a production line for ovens

This section describesa new manufacturing systemwhere the set of production
orders compete for a set of physical resources.The system is quite similar to
the one in the previous section. Here, the attention is focusedon how to obtain
the coloured Petri net model, by �rst modelling the plant layout taking into
account the possibleways parts can o w through the systemand then imposing
to each o wing part the execution of its associated processplan, which needsof
model re�nement. Finally, it will be shown how to prevent deadlocks and how
the deadlock related control approach can be improved taking a more abstract
point of view.

5.1 System description

Fig. 21(a) depicts the structure of a exible manufacturing cell for the production
of microwave ovens (a more detailed description can be found in [24]). The
cell has an entry station, EntryStation , an exit station, ExitStation and n
workstations, w0, w1, . . . , wn � 1. Theseworkstations are loaded and unloaded by
a circular conveyor belt with a continuous movement in a unique direction.
The manufacturing of each oven is made according to its processplan. There
are several scalesand models of ovens with their respective processplans. The
components of an oven arrive at EntryStation after having been previously
pre-assembled; once an oven reaches that point, it is �xed to a pallet that will
be inserted into the transport systemwhen possible.One of such loaded pallets
must visit a set of workstations, according to the processplan of the part it
contains, and then leave the system through the ExitStation . The pallet goes
then to the pallet store, to be reused.The system has a total of K pallets.
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Fig. 21. a) General plant representation of a cell for the manufacturing of microwave
ovens. b) Detailed view of the structure of a workstation and its related sections.

As detailed in Fig. 21(b), each workstation wi has an input bu�er Ii and an
output bu�er Oi . Both consist of two roller tables, each with capacity for one
pallet. The pallets in each bu�er follow a FIFO policy. A workstation canoperate
with onepallet at a time. In order to control the system,the conveyor belt hasa
set of sensorsdistributed asshown in Fig. 21(b): R0, L0, . . . , Rn � 1, Ln � 1 and Ex.
Associated to thesedetection points there aremechanismsthat, under the control
of the workshop coordination system, allow to carry out the following transfer
operations, schematisedby meansof arrows in Fig. 21: intro duction of a pallet
from EntryStation , exit of a pallet from the Ex point towards ExitStation ,
loading of a pallet in workstation wi by transferring it from position Ri to the
input bu�er of wi , Ii , unloading of a pallet from the output bu�er of wi , Oi , to
point Li of the conveyor belt. Each Ai or Bi section will have its own capacity,
which corresponds to the number of pallets the section can hold.

5.2 A coloured Petri net model of the coordination system

A �rst approach to the modelling of material o w is shown in Fig. 22. Let us
explain the main elements in the model.

The transport system: The set of states a pallet can be in the transport
system is modelled by meansof placesB,R,A,L. Place B models the set
of B sections. Place A models the set of A sections, while places R and
L model sensorpoints between sectionsBi � 1 and section Ai and between
sections Ai and Bi , respectively. The colour domain of all these places is
WS = {w0, . . . , wn � 1}, the set of workstations. The initial marking of each
one of theseplacesis the multi-set 0, which meansthat, at the initial state,
no pallet is inside the system. Transitions tin and tout model the actions
by which a pallet with a new oven enters the system and a pallet with a
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terminated oven leaves the system, respectively. Ordinary (non-coloured)
place AP models the set of free pallets, whose initial marking is K, the
number of available pallets. In the system, it is assumedthat EntryStation
loads pallets into section Bn � 1 and that ExitStation unloads pallets from
section Bk .
PlacesBC and AC, whosecolour domain is also WS, model the capacities
of Bi and Ai sections,respectively. The initial marking of BC is the multi-
set

P n � 1
i =0 bi ·wi , being bi the capacity of sectionBi . Analogously, the initial

marking of AC is the multi-set
P n � 1

i =0 ai ·wi , being ai the capacity of section
Ai . PlacesCR and CL represent that only onepallet can be in sensorpoints
Ri and Li , respectively. The initial marking of both placesis

P n � 1
i =0 1 · wi .

Transition tbr models a pallet reaching an Ri sensor(the function labelling
the arc (tbr , R), w@1,represents the addition of 1, modulo the number of
sections,n). Transition tr a modelsa pallet entering an Ai section, transition
tal models a pallet reaching an Li sensor.Finally, transition tl b models that
a pallet reachesa Bi section.
Transition tl s (tus ) models a pallet being loaded into (unloaded from) a
workstation.

The set of workstations: A pallet loadedinto a workstation, by meansof the
�ring of transition tl s, must, successively, visit the two input bu�er positions
(places IP1 and IP2), to be processedin the workstation (place W ), and
visit the two output bu�er positions (places OP1 and OP2). The initial
marking of any of these places is the multi-set 0: there is no pallet in any
workstation.
PlacesIC1, IC2,WC,OC1 and OC2 imposethe capacity constraints of be-
ing able to have at most one pallet in each one of the components of a
workstation. The initial marking of any of theseplacesis AW =

P n � 1
i =0 1·wi .

It is important to notice that, even if all the transitions in the model represent
systemactions that changethe systemstate, from the control point of view two
kinds of transitions are considered:

– Transitions whose�ring is observable but not controllable. This is the case
of {tbr , tr a , tal , tl b, ti12, to12}. Sincethe conveyor hasa continuousmovement
the �ring of one of such transitions will be realised when a pallet reaches
or leaves the corresponding sensor.The events can be noticed and thus the
system state can be updated in the model.

– Transitions whose�ring is decidedand executedby the control system(con-
trollable transitions). Theseare the transitions that can be controlled in or-
der to ensurethat every incoming part will beprocessedaccordingto its asso-
ciated processplan, and alsoto imposesomecontrol policy in order to ensure
somedesiredproperties, as deadlock freenessor to imposesomescheduling
policies. This set of transitions is composedof {tl s, tus , tin , tout , tiw , tow}.

5.3 Inclusion of the process plans

Each oven that enters the systemmust executeits associated processplan, which
consist of a sequenceof operations to be executed in the system workstations.
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Fig. 22. A coloured Petri net model of o w of pallets in the system in Fig. 21.

This sequenceis described by meansof a sequenceof pairs (o, w), where o de-
�nes the operation to be executed,and w the workstation where such operation
must be done. The sequenceof operations for an oven has beenpre-established
by the system controller before loading the oven into the system. In the speci�-
cation level consideredhere, which concentrates on the material o w control, it
is possibleto make abstraction of the operations to be executed,describing the
processplan as the ordered sequenceof workstations to be visited by the oven.
Therefore, a processplan will have the following form: p = (w1

p ; w2
p ; . . . ; wn p

p ),
where each wi

p, i ∈ {1 . . . np}, belongsto WS.

There exists a set of prede�ned processplans PP ⊂ WS+ . Each part that
enters the systemhasan associated processplan belonging to PP . The �rst ele-
ment in the orderedsequenceof workstations in the processplan corresponds to
the �rst workstation to be visited. In order to identify the state in the processing
of a part in the system,tuples of the form (p, i) ∈ PP×N will beused:p identi�es
the processplan, while i identi�es the position in the processplan sequenceof
the next workstation to be visited. For instance,when an oven whoseassociated
processplan is p = (w1

p ; w2
p ; . . . ; wn p

p ) enters the system, it will be identi�ed by
meansof the token (p, 1), meaningthat w1

p is the next workstation to be visited.
When the oven is processedin w1

p , the tuple identifying the oven will be (p, 2);
when terminated, it will be identi�ed by meansof (p, np + 1).

According to this codi�cation of the processingstate of an oven in the system,
the model in Fig. 22 must be transformed. Since the system layout is still the
same,only colour domainsand functions in the arcshave to be changed.If in the
initial model a token in placeA, for instance, was of the form w, just indicating
the concreteA-section where the pallet was,now a token in such placewill be of
the form (p, i, w) indicating that there is a pallet in w A-section, containing an
oven whoseassociated processplan is p and that has to next visit workstation
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wi
p. Accordingly, the colour domain of placesmodelling physical locations that

can contain pallets with ovens is PP × N × WS.
Notice that, in order to forbid a pallet to enter a workstation that is not

its next destination, predicate [wp
i = w] has been associated to transition tl s.

Also, predicate [i = np + 1] has been associated to transition tout so that only
pallets containing ovenswhoseprocessplan hasbeencompletely executedcan be
unloadedfrom the system.Notice alsothat the �ring of transition tow transforms
a token of the form (p, i, w) into (p, i + 1, w), which corresponds to changing the
next destination workstation for the consideredoven.

The resulting model is shown in Fig. 23, where places modelling resource
capacity constraints have not been represented, for the sake of clarit y. In any
case,they are exactly the sameas in Fig. 22.
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Fig. 23. A coloured Petri net model of the system in Fig. 21 once the processplans
are considered(capacity constraints have not beenrepresented, for the sake of clarit y).

5.4 Preventing deadlocks. A first solution

If the control model in Fig. 23 is directly implemented, the system can reach
deadlock situations. Let us consider, for instance, a reachable state in which a
workstation wi is full (input and output bu�ers are full and the workstation is
alsoprocessingan oven) and alsothe transport systemis full of pallets that must
enter workstation wi . In this situation, no new pallet can enter the system, no
pallet in the conveyor can be loaded into workstation wi and no pallet can leave
it since the conveyor is full. All the deadlock situations are related to states in
which full stations require to unload pallets to the transport system, which is
full of pallets that must enter a full workstation.

An easyway of preventing such situations consistsin ensuring that no more
than �v e pallets inside the systemneedto visit a given workstation. This is the
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deadlock control implemented in the following. The implementation is basedon
the following function, called workstation requirements, and de�ned as follows.
Let p = (w1

p ; w2
p ; . . . ; wn p

p ) be a processplan, and let i ∈ {1, . . . , np + 1} be an
index associated to p. For the tuple (p, i) the following multi-set of workstations
is de�ned: wr(p, i) =

P n � 1
j =0 λj

pi
· wj , where λj

pi
is 1 if wj ∈ {wi

p, w
i +1
p , . . . , w

n p
p }

(in the caseof i = np + 1 the addition is madeover an empty set of workstations,
and it is assumedto be the empty multi-set). Notice that, in fact, wr(p, i) is the
characteristic function of the workstations to be visited by the oven from the
index i until the associated production plan is terminated. Notice also that if
i1 < i2, then wr(p, i1) ≥ wr(p, i2).

DPS

t_in

t_us

wr(p,1)

wr(p,i-1)-wr(p,i)

Fig. 24. The implementation of a deadlock prevention solution for the consideredsys-
tem.

In order to implement such control policy in the Petri net model placeDPS
(Deadlock Prevention Solution) is added,whosecolour domain is WS and whose
initial marking is the multi-set

P n � 1
i =0 5·wi (Fig. 24 shows the Petri net elements

to be added to the model in Fig. 23). For a pallet that enters the system(�ring
transition tin ) with an oven whoseassociated processplan is p, the set of possible
workstations the pallet must visit is \reserved". This is implemented by meansof
the function wr(p, 1) labelling the arc (DPS, tin ). Moreover, each time a pallet
leaves a workstation, if this oven does not need to visit that workstation again
in the future, the reservation must be released.This is implemented by means
of the arc (tus , DPS). As noticed previously, the label wr(p, i − 1) − wr(p, i)
is properly de�ned since i − 1 < i. Notice also that the control is related to
transitions tin and tus , which are both controllable.

5.5 Preventing deadlocks. A more accurate solution

The solution for deadlock prevention just proposed is of the same type as in
Sect. 4. However, taking a detailed look at an abstract view of the underlying
non-coloured model a more accurate solution can be adapted. Let us, for in-
stance, consider a processplan p = (w1; w2). Taking into account that with an
adequatecontrol every pallet in the transport systemcan reach any workstation
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and also that every free position in the transport system can be used for the
downloading of any workstation, the ordinary Petri net in Fig. 25 is an abstract
view of the processingof a part whoseprocessplan is p.

t_ls,p,1 t_us,p,2 t_ls,p,2 t_us,p,3 t_out,pt_in,p

AP

TS

BRAL,p,2 BRAL,p,3BRAL,p,1

K

M

w_2,p,2

IWO_1 IWO_2

5 5

w_1,p,1

Fig. 25. An abstract point of the processingof a part whose associated processplan
is p = (w1; w2).

The meaningsof the di�eren t elements in the model are the following. Place
TS in an abstraction of the whole transport system; its initial marking is M =P n � 1

i =0 ai + bi , the total number of available locations for parts in the conveyor.
PlaceIWO1, whoseinitial marking is 5, modelsthe total capacity of workstation
w1, consideringin it the input bu�er, the output bu�er and the workstation itself.
Places\ BRAL, p, ∗" model the di�eren t statesof a part of typep in the transport
system.Transitions \ tl s, p, ∗" model the di�eren t �rings of transition tl s whenthe
processingof a part of type p advances.Analogously for transitions \ tus , p, ∗".
Transition tin , p (tout , p) models the loading (unloading) of part of type p into
(from) the system. Considering the models of all the involved processplans, a
�nal model will be obtained by meansof the fusion of the placesin the models
of the processplans corresponding to the capacitiesof the resourcesthey share.

The resulting Petri net belongs to a class of resource allocation systems
(RAS) which have been intensively studied in the literature, and for which a
wide set of di�eren t approachesfor deadlock prevention and avoidancehave been
developed. [23,58] usean structure-based approach to synthesisethe deadlock-
freenessrelated control. In both cases,the Petri net structure (siphons) is usedto
characterisedeadlock problems and also to obtain generalisedmutual exclusion
solutions that forbid deadlock related stated. Thesemutual exclusionconstraints
are implemented by meansof the addition to the former uncontrolled model of
new placesand arcs.Any of the solutions can be usedto control the systemhere
considered.The implementation can be done as in [22], in an analogousway as
in the previous subsection,by meansof the addition of a control place (as is the
caseof place DPS previously used) and somerelated labelled arcs.
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The useof any of theselast approacheswill yield, in general,more permissive
solutions than using the approach in section 5.4 (the lessstates of the uncon-
trolled system a control policy allows, the lesspermissive it is). However, they
have the drawback that sincethe control is basedon a deepuseof the abstract
unfolded model and the competition relations among the involved processplan
models, the addition of new processplans will require the re-computation of
the necessarycontrol, making the approach less adaptable to changes in the
production than using the approach in section 5.4.

6 Additional examples: on modelling and analysis

Among the advantages of formal modelling are primarily the rational, non-
ambiguous, \complete" description of behaviour and the capability of analy-
sis. In the actual state of the art, analysis is not always straightforward, even
\e�cien t" techniques may not be known.

In somecases,analysing the \natural" model an engineerproducesis not an
easytask. This is due to the fact that the resulting model can be complex.Anal-
ysis techniques (mainly those techniques that do not usethe reachabilit y graph
or simulation, such as structure-basedtechniques or transformation techniques,
for instance) have somelimitations for generalPetri net models,becomingmore
di�cult when using high level Petri nets. In this section two new practical cases
are described. The �rst one usesordinary Petri net models, but there are not
techniques able to control the natural model (deadlock-freenessrelated control
is onceagain the objective). This problem is then solved by the transformation
of the initial model into onewith an equivalent behaviour, and for which control
techniques exist. The secondcaseusesa di�eren t modelling approach, based
on the Nets-within-Nets paradigm as used in [62]. This paradigm falls into the
object-oriented modelling approach.

6.1 Modelling and deadlock avoidance for a two cells manufacturing

system

The objective is to model and control, avoiding deadlock states, the manufac-
turing systemin the Department of Computer Scienceand SystemsEngineering
of the University of Zaragoza.To do that, ordinary Petri nets have beenselected
as the modelling tool. It could have beenmodelled also using coloured PNs, as
the previous examples.However, since the technique that is being used for the
control needsa non-coloured model, it has been decided to use ordinary nets
instead of building a coloured model and unfolding it afterwards.

The system and the modelling approach Figure 26 depicts the plant of
the manufacturing cell, consisting of six machines (M1 to M6) that processthe
components, one bu�er with place to store up to 16 intermediate products, and
two robots (R1 and R2). The processis organisedin two rings, with the bu�er
connecting them. A �nal product (Fig. 27) is composed of a base on which
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three cylinders are set. The base may be black or white, and there are three
types of cylinders: cylinders that are composed of a case,a piston, a spring,
and a cover (called \complete" cylinders), cylinders with just a caseand a cover
(called \hollo w" cylinders), and cylinders in onepiece(called \solid" cylinders).
The casesand the solid cylinders may be red, black or metallic. Bases,pistons,
springs, covers, cases,and solid cylinders are consideredas the raw materials.
An unbounded amount of raw material is assumedto feed the system. A set of
330 di�eren t products can be composedusing thesematerials.

Fig. 26. A plan of the physical system.

The processinggoesas follows: machine M1 takesa casefrom a feeder,and
veri�es that it corresponds to the order, that is, if the colour is correct and
whether it is a caseor a solid cylinder. If it is not correct, then it is discarded,
otherwise, it is put on a pallet, and the kind of processingthat the part needs
is written on the pallet. If it is a solid cylinder, a switch is activated to carry it
directly to M4. Otherwise it goes to M2. Machine M2 puts the piston and the
spring, if the cylinder needsthem, and then the part goes to M3, which adds
the cover. In M4 the parts are veri�ed, the pallets are releasedand the parts
are put on a conveyor that moves them to the entrance of the bu�er. Machine
M5 can temporarily store the cylinders in the bu�er. When neededto assemble
the �nal product, M5 puts them in a conveyor that takes them to robot R1.
Machine M6 puts a baseof the right colour on a pallet, and it is carried to robot
R1. The robot takesthe three cylinders one by one and puts them on the base.
The product is then complete, and goes to robot R2, which takes it out of the
system.

The adoptedmodelling approach is asfollows. Each possibleproduction order
(corresponding to a type of product) hasbeenmodelled by meansof a Petri net.
Then, a set of places,modelling the capacity constraints of the physical resources
involved in the production process(robots, intermediate store,pallets, etc.), have
beenmodelled.

Figure 28 shows the Petri net model of one of the products in the system
here considered:a product made of three complete cylinders is shown. Place
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Fig. 27. The kind of products that the system in Fig. 26 produces.
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Fig. 28. A non-sequential RAS modelling the assembly of a product made of three
complete cylinders and a base.

IDLE represents the state in which the production order has not been started,
the rest of \tagged" placesmodel the system resources(resourceplaces),while
the \non-tagged" placesmodel the di�eren t states of the component elements
inside the system (state places). In the example the resourcesare of two kinds.
On the one hand there are machines, robots, and space in the intermediate
bu�er (i.e, physical constraints). On the other, there are constraints that are not
strictly necessarybut are advisable for the correct evolution of the system, for
examplenot to allow more than onepallet on each conveyor segment, that make
the conveyor segment to be consideredasa resourcewith capacity one.The �nal
model will be obtained by meansof the composition, by fusion of the common
placesmodelling systemresources,of the modelscorresponding to the whole set
of products.

Deadlock avoidance control In order to have a completely automated sys-
tem, the objective now is to synthesisethe control necessaryto ensurethat no
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deadlocks can appear. As in Sect.5.4, the systemfalls into the classof Resource
Allo cation Systems:it is composedof a set processeswhich in their execution
must compete for the set of system resources.The complexity of dealing with
deadlocks strongly depends on the system structure. Di�eren t classesof RAS
systemshave beende�ned in the literature. The features that distinguish these
classesrefer to the processstructure (wether the processis sequential or con-
current and whether routing exibilit y is allowed or not, mainly) and the way
in which resourcesare allowed to be used and allocated/released (one-by-one
or as multi-sets). These characteristics de�ne the classof Petri nets the model
belongsto. In the caseof a processwith a sequential nature (sequential RAS),
a state machine can be usedto model it (placesmodelling constraints capacities
imposedby the physical or logical resourceshave then to be added); in the case
of non sequential processes,more sophisticated Petri net models are needed,in-
cluding fork/join t transitions (non-sequential RAS). In systemswhere resources
are allowed to be allocated/releasedasmulti-sets, weights will appear in the arcs
related to placesmodelling resources,which meansthat the model will belong
to the classof generalisedPetri nets. Theseelements will directly inuence the
analysis and synthesis capabilities of the Petri net model.

An \easy" way of applying deadlock related control is based on the com-
putation of the reachabilit y graph of the system model, to detect the deadlock
states and then to forbid them somehow. However, computing the reachabilit y
graph of the whole system was not possible,becauseof its enormoussize (for
instance,the reachabilit y graph of just oneproduction order asthe onein Fig. 28
has 2442states, while the reachabilit y graph with two production orders being
concurrently executed had 241951states; computing the reachabilit y graph in
the caseof three production orders was not possible). Therefore, some dead-
lock prevention/a voidancestrategy basedon the model structure instead of the
reachabilit y graph is needed.

In the caseof sequential RAS many di�eren t solutions can be found in the
literature, adopting di�eren t points of view. See,for instance, [23,35,43,26] asa
very short list of solutions. However, in our concretecase,there exist transitions
with more than one input state place (seeFig. 28), which make our system to
belong to the non-sequential RAS class.Adopting a Petri net perspective [47,
28] propose deadlock avoidance solutions for sub-classesof assembly systems.
However, the present system falls out of theseclasses.

In the sequel,a di�eren t engineeringstrategy is adopted: to transform the
problem into one with known and applicable solutions. If a deadlock avoidance
strategy is adopted, any resource-relatedstate change in the system must be
controlled in such a way that only if the reached state is proved to be safe (safe
meansthat it can be ensuredthat all the active processescan be terminated) the
changeis allowed, otherwise it is forbidden. This meansthat the application of a
deadlock avoidancemethod imposesa kind of \sequentialisation" in the system
behaviour. Therefore, and concentrating on the execution of a production order,
substituting its model by the state machine corresponding to the reachabilit y
graph of the production model itself is just a change in the model, but not in
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the behaviour. Notice that doing so a sequential RAS model for the system is
obtained. Resourceplacesof the initial model are added to this state machine
(they are implicit places and can be added without changing the behaviour)
and the �nal system model is obtained by meansof the composition by fusion
of the places modelling system resourcesof the sequential models of the set
of products. The consideredmodel belongsto the classof systemsfor which a
deadlock avoidance method is proposedin [26], which can be, then, applied to
control the consideredsystem.

The control is based on an adaptation of the Banker's algorithm [20,33].
In order to consider a given state as safe, the Banker's algorithm looks for an
ordering in the set of active processessuch that the �rst processcan terminate
using the resourcesgranted to it plus the free ones, the second processcan
terminate using the resourcesit holds plus the onesfree upon the hypothetical
termination of the �rst process,and so on. The basic step is to know if a given
processis able to terminate using a given set of available resources.The solution
in [26] is a two stepsalgorithm. First, mark thosestate placesof the state machine
modelling the consideredprocessand that require no more resourcesthan the
free onesplus the ones in use by the processitself. Second,look for a path of
marked state placesjoining the place corresponding to the state the processis
in and the �nal state.

One important issue when applying deadlock avoidance approaches is the
time used to decide whether a given state is safe, since the procedure must
be called every time a state change engagesnew resources.Implementing the
control method the following results have beenobtained. In the caseof the non-
sequential RAS in Fig. 28, the corresponding sequential model (the reachabilit y
graph of the net in that �gure) has 2442 state places, 7814 transitions, using
each state up to 22 types of resources.Checking if an active processwas able
to terminate using the free resourceshas been implemented. Its takes about
0.003 CPU secondsusing a Pentium(4) processorat 1.7 GHz under Microsoft
Windows 2000 operating system (this computation usesa Depth First Search
algorithm, which is linear in the sizeof the unfolded system). If the whole system
is considered,and given that no more than 26 components can stay at the same
time in the system (considering the 10 pallets plus the 16 storage places in
Fig. 27) and that a direct implementation of the algorithm in [26] grows in a
quadratic way with respect to the number of active production orders, the time
to know if a system state is safetakesabout 2 CPU{secondsin the worst case.

In order to obtain more e�cien t solutions some approaches are currently
being studied trying to solve the problem for non-sequential RAS using directly
the initial model structure. A solution for a class non-sequential RAS, where
processesmust have a tree-like structure can be found in [27].

6.2 Beyond the state of the art for the analysis: Modelling with

object nets

The aim of this section is to show a di�eren t approach for the modelling of
production systems.It is basedon the clear and intuitiv e characteristic that in a
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production system, among other elements, there are two main components. On
the one hand, the system architecture, which corresponds to the distribution of
the physical elements in the plant. Usually, this structure is rather static, and
not easily changeable.On the other hand, the set of process plans corresponding
to the di�eren t types of products to be produced in the system. These plans
can be seenas logical constraints to be imposedto the free o w of parts in the
system.In many casesthe set of processplans can change(new processplans are
required to facedemandsof new products, while others disappear, corresponding
to products with very low demand). Therefore, doing a separatedconsideration
of that elements when designing the system control software makes easier to
adapt it to changesin the set of products the system is able to deal with.

A way of doing that was proposed in [22], where the �nal model was a
coloured Petri net in which the system architecture provided the net skeleton
(the set of places, transition and arcs) while the set of part o w restrictions
imposedby the processplans were modelled by meansof the colour domains of
placesand transitions and the functions labelling the arcs.This hasalsobeenthe
approach followed in the previous sections.In this sectiona di�eren t approach is
going to be adopted. It is basedon the Nets-within-Nets paradigm, as used, for
instance in [62], which support a modelling of systemsby Petri nets following
the paradigm of Object Oriented Modelling. Applications of the paradigm to the
caseof manufacturing systemscan be seenin [29,41,38].

Roughly speaking, one of such models is composedof a System Net and one
or more Object Nets which can be seenas token objects of the systemnet. Both,
the system net and the object nets are Petri nets. A token in the system net
can be either a referenceto an object net or a black token. Each object net
state represents the state of the element it models. Changesin such state can
be produced by its own internal dynamics (autonomous occurrences),but can
also be due to someinteractions with the system net. On the other hand, some
transitions in the system net can inuence the internal state of object nets,
but others just move object nets betweendi�eren t locations of the system nets
(transport occurrences).

Therefore, in the de�nition of an elementary object system, besidesthe sys-
tem net, the set of object nets and the initial marking, a set of interactions must
be considered.The interactions de�ne how the system net and the object nets
must synchronisetheir activities. Theseconceptsdirectly apply for the modelling
of manufacturing systems.The model of the physical system will correspond to
the system net, while each part will be modelled by meansof an object net.

The objective of this section is not the intro duction of the Nets-within-Nets
paradigm, but just to show that it is very well adapted to model production
systems.To do that, let usapply it to the sameexampleusedin [23,62].Figure 29
depicts a manufacturing cell composedof four machines, M1,M2,M3 and M4
(each one can processtwo products at a time) and three robots R1, R2 and R3
(each one can hold a product at a time). There are three loading points (named
I1, I2, I3) and three unloading points (named O1, O2, O3). The action area for
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Fig. 29. A manufacturing cell composedof four machines and three robots. Black dots
represent the possibilit y of part o w between two resources.

robot R1 is I1, O3,M1,M3, for robot R2 is I2, O2,M1,M2,M3,M4 and for
robot R3 is M2,M4, I3, O1.

Every raw product arriving to the cell belongsto one of the three following
types: W1, W2 and W3. The type of product characterisesthe processto be
made in the cell as follows: 1) a raw product of type W1 is taken from I1 and,
once it has been manufactured, is moved to O1. The sequencesof operations
for this type are either (M1, op1); (M2, op2) (execute op1 in M1 and then op2
in M2) or (M3, op1); (M4, op2) (execute op1 in M3 and then op2 in M4). 2)
a raw product of type W2 is taken from I2, manufactured in M2 (operation
op5) and then routed towards O2. 3) a raw product of type W3 is taken from
I3, manufactured in M4 (operation op4) and then in M3 (operation op3) and,
�nally , routed towards O3. Figure 30 represents, by meansof directed acyclic
graphs, the possibleoperation sequencesfor such set of typesof parts.

(M1,op1)
(M3,op1)

(M2,op2)
(M4,op2)

root

W1

(M4,op4) (M3,op3)root
W3

(M2,op5)root
W2

Fig. 30. Three directed acyclic graphs specifying three di�eren t types of parts to be
processedin the cell depicted in Fig. 29.

Analogously as in the example in 5.3, the (uncontrolled) Petri net in Fig. 31
represents the possible o w of parts in the consideredsystem. In order to be
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able to ensure that each part in the system will be produced according to its
corresponding processplan, somecontrol hasto be addedto this skeleton model,
which will correspond to the system net in the Nets-within-Nets model (the
meaningof placesnamedW1r,W2r,W3r and W1t,W2t,W3t will be explained
later).
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Fig. 31. Petri net model of the part o w in the cell depicted in Fig. 29.

Figure 32 shows three object nets corresponding to the three typesof parts
to be producedin the consideredsystem(sincein this exampleall the transitions
in the object nets must interact with the system, transition names in Fig. 32
are not represented, just the interactions, for the sake of clarit y). Let us explain
one of these models. The Petri net labelled W2 in Fig. 32 corresponds to a
part type W2 (in fact, each W2-type part will be modelled by one instance
of such net). The token in place p21 models the raw material for one of such
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products before being loaded into the system. This state is changedwhen that
raw material enters the system. According to the system net in Fig. 31, this
is done by the �ring of transition I2. Therefore, �ring such (system) transition
must also make the token in p21 to move to place p22, which is imposedby the
interaction 〈i11〉. Place p22 models a part of type W2 inside the system and
that must be processedin M2. The transition joining p22 and p23 is used to
model the fact that such part enters M2, which in the system net corresponds
to transition R2M2. Interaction 〈i13〉 takesthat into account. Interaction 〈i15〉
is used to move the part from M2 to the robot R2. Finally, interaction 〈i12〉 is
neededto model the unloading of such part from the system.

<i10>

<i15><i11> <i13>

<i16><i21> <i18>

p1_2

p1_3 p1_5

p1_1

p1_6

p2_4p2_3p2_2

p3_2 p3_3 p3_4 p3_5

p2_1

p3_1 <i8>
W3)

W2)

W1)

p1_4 <i13>

<i4> p1_8

p1_9 p1_10

p1_7 <i14> 20t1_9

<i22>

<i19><i9><i3>

<i12> p2_5

p3_6<i6> <i2> p3_7

<i1>

Fig. 32. Three object nets modelling the three types of parts to be processedin the
system in Fig. 29. Transition names are not presented, only the interactions with the
system net.

In the system net in Fig. 31 tokensin place W1r are instancesof object net
W2 in Fig. 32, and correspond to raw parts of type W2 (there are K2 of such
net instances). Once terminated, these object nets will be in place W1t, which
\collects" terminated products of type W2.

Any further re�nement in the model is easyto be done. Let us supposealso
the di�eren t operations each machine is able to do need to be considered.For
instance, machine M3 is able to carry out operations op1 and op3. Figure 33(a)
shows how placepi M3 in the net in Fig. 31 could be re�ned in order to consider
the operations it is able to do (capacity of M3 is not represented for the sake
of clarit y). On the other hand, Fig. 33(b) shows how the placep35 of the object
net corresponding to the processingof parts of type W3 in Fig. 32 could be
re�ned so that the processplan it models takes into account that the operation
op3 has to be done in M3 for such parts (notice that transitions M31 and M32

correspond to transport occurrences).
High level Petri net-basedformalisms provide very useful tools for the mod-

elling, analysisand control of complex concurrent systems.However, the higher
the abstraction level the formalism allows, the more complicated its analysis
becomes.This is the caseof coloured Petri nets, for instance (structure-based
techniquesare not as generalas in the caseof ordinary Petri nets) and also the
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Fig. 33. A re�ned model for machine M 3 and how it a�ects the object net modelling
W 3 parts.

casefor Nets-within-Nets models. It is always possibleto apply simulation tech-
niques, which can give insight of somesystem behaviours allowing the system
designerto easily test di�eren t systemcon�gurations in order to have arguments
to chooseone or another. In the caseof Nets-within-Nets, the tool Renew [36]
is a good environment for modelling and simulation.

7 From discrete event models towards hybrid models

In the last yearsa new kind of models basedon Petri nets has appeared.They
di�er from the previous ones in that they are not discrete event models, but
hybrid models. That is, the state is not only represented by discrete variables,
but it is partly relaxed into continuous variables (in the extreme case,even all
the variables may be continuous in piecewisecontinuous systems).

Thesehybrid modelshave beende�ned in many di�eren t ways. For example,
(discrete) Petri nets may be combined with di�eren tial algebraicequationsasso-
ciating them either to places(Pr/T r Petri nets) [10] or to markings (DAE Petri
nets) [59]. Another possibility is to partially relax the integralit y condition in the
�ring of the transitions, i.e., continuise or uidify the �ring, as in Hybrid Petri
nets [3,52]. This meansthat the marking of the placesaround thesetransitions
is no longer guaranteed to be integer (with the possibleexception of self-loop
arcs). When a total uidi�cation is donethe result is a ContinuousPetri net [14,
51]. This kind of hybrid models can be used both to represent systemswhose
\more reasonableview" is hybrid, or as an approximation of discrete systems
under high tra�c conditions. The idea of continuisation of discrete models is
not new and has been employed in many di�eren t �elds, for example, popula-
tion dynamics [46], manufacturing systems[16,32], communication systems[21],
etc. In the following we will concentrate on Hybrid Petri nets. This is not the
placeto present the state of the art of the analysisof continuousand hybrid PNs
(seefor example[45,51]), but just to point out that (partial) uidi�cation of the
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Table 2. The four casesfor possible contin uisation of a transition [52]

Clients Servers Semantics of the transition

few (D) few (D) Discrete transition
few (D) many (C) Discrete transition (servers becomeimplicit places)
many (C) few (D) Contin uous �nite server semantics (bounds to �ring speed)
many (C) many (C) Contin uous in�nite servers semantics (speed is enabling-driv en)

untimed model does not preserve in general livenessproperties of the discrete
model.

In timed models, in order to associate a time semantics to the uidi�cation
of a transition, it should be taken into account that a transition is like an station
in Queuing Networks, thus \the meeting point" of clients and servers. Assum-
ing that there may be many or few of each one of them, uidi�cation can be
consideredfor clients, for serversor for both. Table 2 represents the four theoret-
ically possiblecases.If there werefew clients, the transition should be considered
discrete.

Basically, the idea is to usea �rst order (or deterministic) approximation of
the discretecase[45], assumingthat the delays associated to the �ring of transi-
tions can be approximated by their meanvalues.A similar approach is used,for
example, in [6]. This meansthat in continuous transitions the �ring is approxi-
mated by a continuous o w, whoseexact value dependson the semantics being
used. The two basic semantics de�ned for continuous transitions (seeTable 2)
are infinite servers (or variable speed ) and finite servers (or constant speed ) [3,
45]. Under �nite servers semantics, the o w of ti has just an upper bound, � [ti ]
(the number of servers times the speedof a server). Then f (τ )[ti ] ≤ � [ti ] (know-
ing that at least one transition will be in saturation, that is, its utilisation will
be equal to 1). Under in�nite servers semantics, the o w through a timed tran-
sition t is the product of the speed,� [t], and the enabling of the transition, i.e.,
f [t] = � [t] · enab(t,m) = � [t] · minp2 •t {m[p]/Pre[p, t]}.

It shouldbepointed out that �nite server semantics, equationally modelledby
bounding the �ring speedof continuised transitions, corresponds at conceptual
level to a hybrid behaviour: uidi�cation is applied only to clients, while servers
are kept asdiscrete, i.e., counted asa �nite number (the �ring speedis bounded
by the product of the speedof a server and the number of servers in the station).
On the other hand, in�nite servers semantics really relax clients and servers,
being the �ring speed driven by the enabling degreeof the transition. In this
case,even if the uidi�cation is total, the model is hybrid in the sensethat it is a
piecewiselinear system, in which switching among the embeddedlinear systems
is not externally driven as in [7], but internally through the minimum operators.

The following example is taken from [2,3]. It models a station in a Motorola
production system. This station can produce two kinds of parts, c1 and c2 ,
whoseprocessingcorrespondsto the left and right part of the �gure, respectively.
The parts arrive in batchesof 30000and 20000parts at times 0 and 1000.After
the arrival of a bach, parts are downloaded into a bu�er at a speedof 1 part per
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time unit. The processingdoes not start immediately, but waits until at least
500 parts of type c1 or 600 parts of type c2 ) have been downloaded. At that
point someset up is done on the machine, which takes300 time units for parts
c1 and 360 for c2 , before the processingstarts. When all the parts in the batch
have beenprocessed,the machine is liberated. Piecesare removed in batchesof
the input size.

p11

p1

t1

p2

p3

t2

t3

p4

p5

d1=0

V2=1

d4=300

d5=0

t4

t5

30 000

500

500

V3=0.5

30 000

p6

t6

p7

p8

t7

t8

p9

p10

d6=1 000

V7=1

d9=360

d10=0

t9

t10

20 000

600

600

V8=0.33

20 000

Fig. 34. Hybrid Petri net modelling the behaviour of a production system.

A model of this systemcanbeseenin Fig. 34.Although it is a discretesystem,
the model is not discrete, but hybrid. The transitions represented as bars in the
�gure are discrete (the usual transitions in Petri nets), while those represented
as boxes are continuous. Analogously, the circles drawn with a simple line are
discrete, while those with the double line are continuous.

In this example, since the size of the batches is quite large, the �ring of
transitions t2, t3, t7 and t8 can be approximated by a continuous o w. This kind
of approximation (when applicable) may simplify the study of the system. For
example, in [2] it is reported that for this system the simulation time reduces
from 454 sec.to 0.15, that is, it is divided by 3000!

Basicunderstandingof hybrid systems,and analysisand synthesistechniques
need much improvement before they can be e�ectiv ely used [51,52]. Moreover,
it should be pointed out that there exist some\natural" limits to the properties
that canbestudied. For example,mutual exclusion(in the marking of placesor in
the �ring of transitions), and the di�erence betweenhomespaceand reversibilit y
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cannot be studied in general [51]. Additionally , basic properties like deadlock-
freenessof the autonomouscontinuisedmodel is neither necessary, nor su�cien t
for the discretecase[51].However, the useof hybrid modelsaspartial relaxations
of discrete models is a quite new and promising approach.
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