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Abstract. An effective method for the automatic classification of facial 
expressions into emotional categories is presented. The system is able to 
classify the user facial expression in terms of the six Ekman’s universal 
emotions (plus the neutral one), giving a membership confidence value to each 
emotional category. The method is capable of analysing any subject, male or 
female of any age and ethnicity. The classification strategy is based on a 
combination (weighted majority voting) of the five most used classifiers. 
Another significant difference with other works is that human assessment is 
taken into account in the evaluation of the results. The information obtained 
from the users classification makes it possible to verify the validity of our 
results and to increase the performance of our method. 
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1   Introduction 

Human computer intelligent interaction is an emerging field aimed at providing 
natural ways for humans to use computers as aids. It is argued that for a computer to 
be able to interact with humans it needs to have the communication skills of humans. 
One of these skills is the affective aspect of communication. Recent researches have 
focused on the development of virtual environments populated by 3D virtual 
characters capable of understanding the emotional state of the user and reacting 
accordingly. Addressing user’s emotions in human-computer interaction significantly 
enhances the believability and lifelikeness of virtual humans [1]. 

The most expressive way humans display emotions is through facial expressions. Thus, 
the interpretation of facial expressions is the most followed method for achieving user’s 
emotions detection. The process implies the extraction of facial expression information 
from the user’s image or image sequence and the classification of that information into 
emotional categories. This paper focuses in the problem of classification, which involves 
the definition of the set of categories we want to deal with and the implementation of the 
categorization mechanisms.  
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In the literature, facial expression analysers consider a set of characteristics 
extracted from the face (points or distances/angles between points) and use different 
methods of classification [2] in order to determine emotional categories. Most of the 
systems that work in real-time use a feature based representation of facial data for 
classification. The real-time methods that obtain better results are neural networks, 
rule-based expert systems, support vector machines (SVM) and Bayesian nets.  

In the systems based on neuronal networks [3,4], the face expression is classified 
according to a categorization process “learned” by the neuronal network during the 
training phase.  

Rule-based expert systems are also known as knowledge-based systems since they 
establish a set of rules based on the knowledge of an expert or on objective statistical 
observations. These systems have the advantage of being easily understood and 
implemented. They have been used in several works [5,6,7]. 

Support Vector Machines (SVM), instead, are a set of supervised learning methods 
used for classification that simultaneously minimize the empirical classification error 
and maximize the geometric margin; hence, they are also known as maximum margin 
classifiers. It has been only recently that this technique has been used for the 
classification of facial expressions [8,9].  

Finally, Bayesian networks are directed acyclic graphs whose nodes represent 
variables, and whose arcs encode conditional dependences between the variables. 
Most of the algorithms that employ Bayesian networks use Hidden Markov Models 
[10,11]. 

There are other approaches for facial expression classification as the ones that use 
holistic face models; they often rely on Gabor filters [12] or Linear Discriminant 
Analysis [13], but they are very time consuming and they are not suited for real-time 
classification.  

Regarding emotional categories, the classification proposed by Ekman [14] is the 
most followed one. It describes six universal basic emotions: joy, sadness, surprise, 
fear, disgust and anger. However, most existing approaches only consider a subset of 
these emotions and don’t allow to represent a blend of them. 

In this paper we present an effective method for the automatic classification of 
facial expressions into emotional categories based on a novel combination of existing 
classifiers. The system is able to classify the user emotion in terms of the six Ekman’s 
universal emotions (plus the neutral one), giving a membership confidence value to 
each emotional category. The method is capable of analysing any subject, male or 
female of any age and ethnicity and takes into account emotional classification 
performed by humans to analyse the results. 

The structure of the paper is the following: Section 2 discusses the selection of the 
facial features that are the inputs of the facial classifiers. In Section 3 the five 
different classifiers used are presented and the way these classifiers are combined is 
explained. Section 4 presents success rates and shows how users’ assessment is used 
to analyse and improve results. Section 5 compares our results with the ones obtained 
with other methods. Finally, Section 6 is devoted to present the conclusions and future 
work.  
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2   Setting the Classifiers’ Input: Extraction and Selection of Facial 
Information 

It has been stated that all the necessary information for the recognition of expressions 
is contained in the deformation of a set of carefully selected characteristics of the 
eyes, mouth and eyebrows [14]. Making use of this property, and taken also other 
relevant works into account [5,6,15], we established the initial inputs of our classifiers 
to a set of distances and angles obtained from twenty characteristic facial points. In 
fact, the inputs will be the variations of these angles and distances with respect to the 
neutral face. The points are obtained thanks to a real-time facial feature tracking 
program presented elsewhere [16]. Figure 1 shows the correspondence of these points 
with those defined by the MPEG4 standard. The initial set of parameters obtained 
from these points is shown in Figure 2. In order to make the distances’ values 
consistent (independently of the scale of the image, the distance to the camera, etc.), 
all the distances are normalized with respect to the distance between the eyes 
(MPEG4 Facial Animation Parameter Unit -FAPU- called "ESo"), which is a distance 
independent of the expression. The choice of angles for classification provides a size 
invariant classification and saves the effort of normalization.  

 

Fig. 1. Facial feature points according to MPEG4 standard 

In other to determine the goodness and usefulness of the parameters, a study of the 
correlation between parameters was carried out using the data (distances and angles 
values) obtained from a training set of images. For this purpose, two different facial 
emotion databases have been used: the FG-NET database [17] that provides video 
sequences of 19 different Caucasian people; and the MMI Facial Expression Database 
[18] that holds 1280 videos of 43 different subjects from different races (Caucasian, 
Asian and Arabic). Both databases show the seven universal emotions of Ekman. A 
total of 1500 static frames were carefully selected from those databases to be use as 
training sets in the correlation study and in the tuning of the classifiers. 

A study of the correlation matrix and dispersion diagrams between parameters was 
done. The idea was to determine the parameters most influential to the variable to 
predict (emotion) as well as to detect redundant parameters. From the obtained 
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results, a set of important conclusions were extracted: a) Symmetrical distances (e.g. 
LD5 and RD5) are highly correlated and thus redundant; b) Distance D3 and angle A2 
also present a high correlation value; c) Angles LA3 and RA3 are not influential for 
achieving the emotional classification. Therefore, from the initial set of parameters, 
we decided to work only with the most significant ones, marked in grey in Figure 2. 

      

PARAMETER MPEG4 FEATURE POINTS
LD1 distance(3.14,3.10)
RD1 distance(3.13,3.9)
LD2 distance(4.2,3.8)
RD2 distance(4.1,3.11)
D3 distance(8.1,8.2)
D4 distance(8.4,8.3)
LD5 distance(8.4,3.12)
RD5 distance(8.3,3.7)
D6 distance(4.2,4.1)
A1 angle(8.4,8.1,8.3)
A2 angle(8.1,8.4,8.2)
LA3 angle(4.4,3.6,4.2)
RA3 angle(4.1,3.5,4.3)
A4 angle(3.6,8.2,3.5)  

Fig. 2. Facial parameters tested (left). On the right, relationship between the parameters and the 
MPEG4 feature points 

3   A Novel Combination of Classifiers 

3.1   Classifiers Selection 

In order to select the classifiers used in this work, the Waikado Environment for 
Knowledge Analysis (Weka) tool was used. It provides a collection of machine 
learning algorithms for data mining tasks [19]. From this collection, five classifiers 
were selected after suitable tuning them: RIPPER, Multilayer Perceptron, SVM, 
Naive Bayes and C4.5. The selection was based on their widespread use as well as on 
the individual performance of their Weka implementation: 

- RIPPER is a propositional “if…then…” rule-learner algorithm named 
“Repeated Incremental Pruning to Produce Error Reduction”. The reason for 
having chosen this algorithm is the simplicity of its rules and its good 
performance, especially on large noisy datasets. 

- Multilayer Perceptron is the most widely used neural network for 
classification tasks. The multilayer perceptron's power comes from its 
similarity to certain biological neural networks in the human brain, which is 
very useful for our working domain. 

- The selection of the SVM classifier is due to the growing interest it arised in 
the literature in the last years. 
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- Naive Bayes is a simple probabilistic classifier based on applying Bayes' 
theorem with strong (naive) independence assumptions. Naive Bayes 
classifiers can be trained very efficiently in a supervised learning setting. 

- C4.5 is also a rule-based classifier, but it is used to generate a decision tree. Its 
good performance is due to the use of the concept of Information Entropy to 
establish the classification mechanisms. 

The classification results obtained for each classifier and emotion are shown in 
Table 1. These results are obtained from a 10-fold cross-validation test over the 1500 
training images. Cross-validation measures the ability of the classifier to adapt itself 
to new data; this is why more realistic measurements are obtained. Therefore, values 
obtained with k-fold cross-validation are usually poorer that the ones obtained without 
cross-validation, as it can be observed in Table 2. This is an important issue when 
comparing classifiers’ success rates.  

Table 1. Success rates obtained for each classifier and each emotion with a 10-fold cross-
validation test over the 1500 training images 

Disgust Joy Anger Fear Sadness Neutral Surprise
RIPPER 50.00% 85.70% 66.70% 48.10% 26.70% 80.00% 80.00%

SVM 76.50% 92.90% 55.60% 59.30% 40.00% 84.00% 82.20%
C4.5 58.80% 92.90% 66.70% 59.30% 30.00% 70.00% 73.30%

Naive Bayes 76.50% 85.70% 63.00% 85.20% 33.00% 86.00% 71.10%
Multilayer Perceptron 64.70% 92.90% 70.40% 63.00% 43.30% 86.00% 77.80%

 

Table 2. Success rates obtained for each classifier and each emotion without cross-validation 
test over the 1500 training images 

Disgust Joy Anger Fear Sadness Neutral Surprise
RIPPER 94.10% 100.00% 88.90% 85.20% 46.70% 86.00% 84.40%

SVM 94.10% 100.00% 77.80% 77.80% 70.00% 88.00% 93.30%
C4.5 91.20% 95.20% 92.60% 85.20% 93.30% 92.00% 91.10%

Naive Bayes 85.30% 90.50% 70.40% 85.20% 50.00% 92.00% 80.00%
Multilayer Perceptron 100.00% 100.00% 88.90% 100.00% 76.70% 100.00% 97.80%

 

3.2   Classifiers Combination  

When dealing with matters of great importance, people often seek a second opinion 
before making a decision, sometimes a third and sometimes many more. In doing so, 
the individual opinions are weighted and combined through some thought process to 
reach a final decision that is presumably the most informed one. Following this idea, 
the combination of the outputs of several classifiers by averaging may reduce the risk 
of an unfortunate selection of a poorly performing classifier. The averaging may or 
may not beat the performance of the best classifier in the ensemble, but it certainly 
reduces the overall risk of making a particularly poor selection [20].  

The classifier combination chosen follows a weighted majority voting strategy. 
The voted weights are assigned depending on the performance of each classifier for  
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each emotion. To illustrate the combination strategy, let’s imagine a simple case 
where only 2 classifiers are used and where the confusion matrix of each one of them 
is the given in Table 3. 

Table 3. Confusion matrix of two classifiers (example) 

Classifier 1
       Emotion --> 
is classified as

Disgust Joy Anger Fear Sadness Neutral Surprise

Disgust 68.75% 6.25% 9.38% 3.13% 9.38% 3.13% 0.00%
Joy 6.98% 90.70% 0.00% 0.00% 0.00% 0.00% 2.33%

Anger 7.41% 0.00% 70.37% 0.00% 14.81% 7.41% 0.00%
Fear 10.34% 0.00% 0.00% 58.62% 3.45% 0.00% 27.59%

Sadness 17.39% 4.35% 4.35% 4.35% 56.52% 13.04% 0.00%
Neutral 0.00% 0.00% 7.02% 0.00% 15.79% 75.44% 1.75%
Surprise 0.00% 0.00% 0.00% 18.18% 0.00% 2.27% 79.55%

Classifier 2
       Emotion --> 
is classified as

Disgust Joy Anger Fear Sadness Neutral Surprise

Disgust 57.78% 4.44% 11.11% 6.67% 11.11% 2.22% 6.67%
Joy 0.00% 100.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Anger 9.52% 0.00% 71.43% 0.00% 14.29% 4.76% 0.00%
Fear 11.54% 0.00% 0.00% 61.54% 7.69% 3.85% 15.38%

Sadness 12.50% 0.00% 16.67% 0.00% 50.00% 20.83% 0.00%
Neutral 0.00% 1.85% 5.56% 0.00% 12.96% 77.78% 1.85%
Surprise 0.00% 0.00% 0.00% 17.39% 2.17% 0.00% 80.43%  

When a classifier outputs a specific emotion, the row of its confusion matrix table 
corresponding to this emotion is selected. If the procedure is repeated for each 
classifier, a matrix of as many rows as classifiers studied and seven columns, 
corresponding to the seven emotions is created. The sum of the values present in each 
column of the matrix gives the score obtained by each emotion (“global output”). If 
the score result is divided by the number of classifiers, the average global output of 
the classifier is obtained. 

For example, if classifier 1 outputs “disgust” and classifier 2 outputs “anger”, the 
rows in grey in Table 3 is selected. From these data, the matrix shown in Table 4 is 
created. The sum of the columns allows to obtain the average global output for each 
emotion. As it can be seen, in the example the system detects emotions “anger” and 
“disgust” approximately with the same confidence value. This strategy has been 
applied to combine the five classifiers. Results obtained are presented in next section. 

Table 4. Integrating the results of two classifiers (example) 

C1 output 68.75% 6.25% 9.38% 3.13% 9.38% 3.13% 0.00%
C2 output 9.52% 0.00% 71.43% 0.00% 14.29% 4.76% 0.00%

Average global output 39.14% 3.13% 40.40% 1.56% 11.83% 3.94% 0.00%  
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4   Results: Success Rates and Human Assessment 

The results obtained when applying the strategy explained in the previous section to 
combine the results of the five classifiers are shown in first row of Table 5. As it can 
be observed, the success rates for the neutral, joy and surprise emotions are very high 
(84.44%-95.23%). However, the system tends to confuse disgust with fear and fear 
with surprise; therefore, the performances for those emotions are slightly smaller. 
This is a problem that usually arises with these three emotions; this is why many 
classification works do not consider them. The showiest result of our classification is 
for sadness: it is confused with the neutral emotion in the 68% of the occasions, 
owing to the similarity of their facial expressions. Nevertheless, results can be 
considered positive, as the confusion matrices of two incompatible emotions (such as 
sadness and joy or joy and disgust) intermingle in less than the 0.2% of the occasions.  
 

Table 5. Initial results obtained combining the five classifiers (first row) and after considering 
human assessment (second row) 

Emotion Joy Surprise Disgust Anger Sadness Fear Neutral

Initial results 95.23% 84.44% 79.41% 74.07% 30% 62.96% 92.00%

After human 
assessment

95.23% 91.11% 84.24% 77.78% 66.67% 92.59% 98.00%
 

In order to take into account the human factor in the evaluation of the results, 60 
persons were told to classify the 1500 images of the database in terms of emotions. As 
a result, each one of the frames was classified by 10 different persons that were 
surveyed in 5 sessions of 50 images. With this information, the evaluation of results 
was repeated: the recognition was marked as “good” if the decision was coherent with 
the one taken by a human being. It is important to realize that, according to Bassili 
[21], a trained observer can correctly classify faces showing emotions with an average 
of 87%.  

This kind of evaluation revision is really interesting and, as we will see, useful but 
it is not performed in other classification works. For example, in the image shown in 
Figure 3, the FG-NET database classifies it like "disgust" exclusively while the 
surveyed people recognized it as much "disgust" as "anger" and “sadness”. Users’ 
results are similar to our method, which obtains: 54.59% anger, 33.36% disgust, 
12.15% sadness.  

 

Fig. 3. Frame classified as “disgust” by the FG-NET database [17] 
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The results of considering users’ assessment are shown in second row of Table 5. 
As it can be seen, the success ratios have considerably increased. Therefore, it can be 
concluded that the confusions of the algorithms go in the same direction than the 
users’ ones: our classification strategy is appropriate and coherent with human 
classification. 

5   Comparison with Other Methods 

Table 6 compares the presented system, in the grey column, with other recent 
approaches with the same experimental proposal [5,8,11,3]. Many works do not detail 
if they have used or not cross-validation, so the direct comparison of results is not 
always possible. As it can be observed, our success rates are generally better. Besides, 
their confusion matrices uniformly distribute classification errors among all emotions: 
the probability of confusing joy with sadness, two incompatible emotions, is the same 
that the one of confusing joy with surprise. This is not the case in our method, as it 
has been explained in the previous section. It is also important to realize that the 
database used in this work is bigger than the used in the other ones (1500 images of 
62 individuals of all races and genders), and therefore more universal.  

Table 6. Classification rates of our method plus user assessment (in grey); and comparisons 
with the rates obtained by other recent approaches 

Combination of 5 
classifiers + user 

assessment

Method of 
Hammal et al. [5]

Method of  Datcu 
& Rothkrantz [8] 

Method of 
Cohen et al. [11]

Method of Zhang et 
al. [3]

combination rule-based SVM
Bayesian net 

(HMM)
neural network

1500 frames, 62 
subjects

630 frames,        
8 subjects

474 frames >40 subjects
213 frames, 9 

japanese females
10-fold cross-

validation
hold-out method

2-fold cross-
validation

leave-one-out 
cross-validation

10-fold cross-
validation

yes no no no yes

Joy 95.23% 87.26% 72.64% 97.00%

Surprise 91.11% 84.44% 83.8% 85.00%

Disgust 88.24% 51.20% 80.35% 88.00%

Anger 77.78% not recognized 75.86% 80.00%

Sadness 66.67% not recognized 82.79% 85.00%
Fear 92.59% not recognized 84.70% 93.00%

Neutral 98.00% 88.00% not recognized 96.00%

Type of classifier

Database

Validation strategy

User assesment

90.10%            
The only available 
data is the overall 
recognition rate of 

the 6 + neutral 
universal emotions.S

u
cc

es
s 

ra
te

s

 

6   Conclusions and Future Work   

This paper describes an effective method for the automatic classification of facial 
expressions. The method is based on the combination of the 5 classifiers most widely 
used in the literature. The combination strategy has been weighted majority voting. 
The classification results are obtained from a 10-fold cross-validation test over 1500 
training images, and results are promising.  
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A comparison with other four recent works has been presented. The distinguishing 
features of our work are: 

- the presented method is able to consider the six Ekman’s emotions, plus the 
neutral one, 

- it gives a confidence level for all classified emotions, 
- the success rates are generally better, 
- classification errors are not uniformly distributed: the confusion matrices of 

incompatible emotions intermingle in less than the 0.2% of the occasions, 
- it has been tuned with a large database of individuals of all races and genders. 

Another significant difference is the use of human assessment in the evaluation of 
the classification results. 60 persons were told to classify the 1500 images of the 
database in terms of emotions: our classification strategy has been proved to work in a 
similar way as human brain, leading to similar confusions. 

Our emotional classifier is being used as a new multimodal input to Maxine [22], 
an engine developed by the group for managing 3D virtual scenarios and characters. 
Maxine focuses in the use of 3D characters to enrich user interaction in different 
application domains. User’s emotion detection is a very useful input to develop 
affective computing strategies: the general vision is that if a user’s emotion could be 
recognized by a computer, human-computer interaction would become more natural, 
enjoyable and productive. The computer could offer help and assistance to a confused 
user or try to cheer up a frustrated user, and hence react in more appropriate ways. 

In the near future, we are considering new inputs to the system like adding 
information about the user’s speech (frequency, volume, speed, etc.), introducing 
dynamic information (i.e. the evolution in the time of the evaluated facial parameters) 
or making a fuzzification of the input variables.  
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