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Towards UAV-based MEC Service Chain Resilience 
Evaluation: A Quantitative Modeling Approach 
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Abstract—Unmanned aerial vehicle (UAV) and network 
function virtualization (NFV) facilitate the deployment of multi-
access edge computing (MEC). In the UAV-based MEC (UMEC) 
network, virtualized network function (VNF) can be implemented 
as a lightweight container running on UMEC host operating 
system (OS). However, UMEC network is vulnerable to attack, 
which can result in resource degradation and even UMEC service 
disruption. Rejuvenation techniques, such as failover technique 
and live container migration technique, can mitigate the impact of 
resource degradation but their effectiveness to improve the 
resilience of UMEC services should be evaluated. This paper 
presents a quantitative modeling approach based on semi-Markov 
process to investigate the resilience of a UMEC service chain 
consisting of any number of VNFs executed in any number of 
UMEC hosts in terms of availability and reliability. Unlike 
existing studies, the semi-Markov model constructed in this paper 
can capture the time-dependent behaviors between VNFs, 
between host OSes, and between VNFs and host OSes on the 
condition that the holding times of the recovery and failure events 
follow any kind of distribution. We perform the sensitivity 
analysis to identify potential resilience bottlenecks. The results 
highlight that migration time is the parameter significantly 
affecting the resilience, which shed the insight on designing the 
UMEC service chain with high-grade resilience requirements. In 
addition, we carry out the numerical experiments to reveal that: 
(i) the type of failure time distribution has a significant effect on 
the resilience; and (ii) the resilience increases with decreasing 
number of VNFs, while the availability increases with increasing 
number of UMEC hosts and the reliability decreases with 
increasing number of UMEC hosts, which can provide meaningful 
guidance for the UAV placement optimization in the UMEC 
network. 
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I. INTRODUCTION  
etwork function virtualization (NFV) and multi-access 
edge computing (MEC) [1] technologies are opening 
up new opportunities to realize the vision of the fifth 

generation of mobile communications (5G) [2]. MEC brings 
storage and computation capacities to the edge of the network, 
allowing data processing, analysis, and transmission closer to 
the user side [3]. NFV can decouple network functions from 
expensive and dedicated hardware [4], thus providing network 

services by chaining virtualized network functions (VNFs) as 
service function chains (SFCs) [5]. The integration of NFV and 
MEC technologies plays a key role in provision of 5G services 
with strict performance requirements [6]. Nevertheless, factors 
such as mobility, high user density, and variations in radio 
coverage can pose a challenge for 5G to provide consistent 
network performance in both urban and rural settings. 
Unmanned aerial vehicle (UAV)-based MEC (UMEC), where 
UAVs serve as computing nodes to improve a potential of MEC 
networks, is emerging as a promising technology to provide 
ubiquitous computing supports and reliable communication to 
end users while avoiding costly investments in fixed 
infrastructure [7][8]. It has great potential for civilian and 
military applications, including but not limited to disaster 
recovery and response, traffic accident management, collision 
avoidance, and polar weather monitoring, among others [9]. In 
addition, the bursty resource requirements in vehicular network 
can be met by flexible and removable MEC servers deployed in 
mobile compute nodes (namely, UAVs) [10].  

In the UMEC network, UMEC server is deployed on a UAV 
[11] and VNF is implemented as a lightweight container 
running on UMEC host operating system (OS) due to the limited 
resources and capabilities of UAV [12]. However, UMEC 
network with a large attack surface makes the system more 
vulnerable to attack, such as Denial-of-Service (DoS) attack 
[13]. Furthermore, the existence of container environments also 
provides a favorable condition for attackers. In the UMEC 
system, VNFs and host OSes can be subject to DoS attacks, 
resulting in resource degradation and even disruption of UMEC 
services [14]. Resource degradation can reduce the resilience of 
UMEC services and further lead to user QoS (Quality of Service) 
degradation.  

Rejuvenation techniques, such as the failover technique and 
the live container migration technique, can mitigate the effects 
of resource degradation [15]. Once network service providers 
commit to a service level agreement (SLA) with the user, the 
resilience assessment is required to monitor SLA compliance 
and avoid being penalized for SLA violations [16]. Thus, it is 
necessary to evaluate the effectiveness of rejuvenation 
techniques from the aspects of availability and reliability and 
then to improve the resilience of UMEC services.  

Analytical modeling is a kind of effective assessment 
approaches [17]. Various studies have been conducted on 
UMEC networks, but they focused on resource management 
and UAV placement optimization. There is little research on the 
resilience evaluation of the UMEC service chain consisting of 
multiple VNFs based on the analytical modeling approach. 
There were several analytical models to investigate the 
availability and/or reliability in a virtualized system. They often 
assumed that all time intervals between events were 
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exponentially distributed [26]-[28] and ignored time-dependent 
behaviors between VNFs and host OSes [26]-[32]. In addition, 
many studies only evaluated one of transient availability, 
steady-state availability and reliability [27]-[30]. Therefore, 
there are still some issues to be solved when assessing the 
resilience of UMEC service chains. In particular: 
• UMEC service chain can consist of multiple VNFs. Each 

VNF can run on a separate UMEC host or co-exists with 
more than one VNF. Therefore, considering the 
relationship between the number of VNFs and UMEC 
hosts, how to quantitatively analyze the resilience of the 
UMEC service chain consisting of any number of VNFs 
executed in any number of UMEC hosts is an issue that 
needs to be addressed. 

• There are time dependencies between the abnormal and 
recovery behaviors of VNFs and host OSes in UMEC 
system. For example, if a host OS fails, all VNFs 
running on this host OS are unavailable, while other 
VNFs not running on this host OS will not be affected. 
Therefore, how to capture time-dependent behavior 
between VNFs and host OSes is an issue that needs to 
be addressed.  

• In a real UMEC system, the time intervals between some 
events follow non-exponential distributions. For 
example, the failure rates of VNFs and host OSes 
affected by resource degradation increase over time. 
Therefore, how to make the time intervals between 
events follow any kind of distribution to describe the 
behaviors of the system more precisely is an issue that 
needs to be addressed.   

These discussions motivate the work presented in this paper. 
We propose a quantitative modeling approach to model the 
behaviors of a UMEC system that deploys multiple rejuvenation 
techniques for the recovery of VNFs and Host OSes 
experiencing resource degradation and failure. To the best of 
our knowledge, it is the first time that the resilience of UMEC 
service chains consisting of multiple VNFs has been 
quantitatively investigated on the condition that recovery time 
and failure time follow any kind of distribution. The main 
contributions are summarized as follows: 
• We propose a multi-dimensional semi-Markov process 

(SMP) model to capture the recovery and abnormal 
(failure and resource degradation) behaviors of a UMEC 
system with any number of VNFs executed in any 
number of Primary UMEC Hosts. Specifically, our 
model can represent the time-dependent behaviors 
between VNFs and Host OSes that run them, between 
VNFs, and between Host OSes. 

• We derive the formulas to calculate the transient 
availability, steady-state availability and reliability of a 
UMEC service chain consisting of n VNFs executed in 
m Primary UMEC Hosts ( ). 

• We verify the approximate accuracy of our model and 
formulas by comparing the simulation results and the 

numerical results and carry out extensive numerical 
experiments. The sensitivity analysis indicates that 
migration time is the parameter significantly affecting 
the resilience. The numerical experiments investigating 
the impact of the number of VNFs and Primary UMEC 
Hosts and failure time distribution on the resilience 
illustrate that: (i) the type of failure time distribution has 
a significant effect on the resilience; and (ii) the 
availability of a UMEC service chain decreases with 
decreasing number of Primary UMEC Hosts, while its 
reliability increases with decreasing number of Primary 
UMEC Hosts. 

The rest of this paper is organized as follows. Section II 
presents the background on the UMEC system and the related 
work on UMEC networks and resilience evaluation. Section III 
details the SMP model for the UMEC system. Section IV 
introduces the results of experiments. Section V discusses the 
limitation with our work and the possible solution. Section VI 
concludes the paper and states future work.  

II. RELATED WORK 
This section first introduces the background on the UMEC 

system. Secondly, we presents the existing studies of UMEC 
networks. Finally, we introduce the existing studies of analytical 
modeling in the virtualized system, which are closely related to 
our work.  

A. Background 
Researches are taking the first steps towards realizing the 

NFV over mobile ad-hoc networks built by UAVs. OSM (Open 
Source MANO) PoC 10 demonstrated the practical feasibility 
of the VNF deployment over UAVs, where OSM is an ETSI 
(European Telecommunications Standards Institute)-hosted 
project [18]. In the UMEC system, multiple VNFs combined 
into one UMEC service chain are implemented with different 
containers running on multiple Primary UMEC Host OSes. All 
VNFs within the UMEC service chain are processed 
sequentially. Thus, the UMEC system mainly consists of a 
ground control station (GCS), multiple Primary UMEC Hosts, 
and Backup UMEC Hosts. The Primary UMEC Host OS runs 
one or more active containers and multiple backup containers to 
support the failover technique. The corresponding Backup 
UMEC Host is used to support the live container migration 
technique. Fig. 1 shows an example of UMEC system 
architecture, in which a UMEC service chain consists of four 
VNFs executed in three Primary UMEC Hosts. VNF and Host 
OS can experience resource degradation and failures caused by 
resource degradation. Resource degradation and failure 
behaviors of each VNF and Host OS are independent. However, 
there is a dependency between VNF and Host OS that runs it. 
That is, if the Host OS fails due to resource degradation, the 
VNF running on it will fail as well. Once resource degradation 
and failure events occur, the GCS immediately detects them 
correctly. Specific situations are as follows. 

m n£



3 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

                       
Fig. 1. A UMEC system architecture with four VNFs and three Primary UMEC Hosts 

TABLE I  
Comparisons of Existing Models 
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[24][25] √ × × × × √ × × × × √ √ 
[26] √ × √ × √ √ √ √ × √ √ × 
[27] √ × × × √ √ × √ × √ × √ 
[28] × √ × × √ √ × √ × √ × × 
[29] √ × × × √ √ × √ √ √ × × 
[30] √ × √ × √ √ × √ √ √ × × 
[31] × √ √ × √ √ √ √ √ √ √ √ 
[32] × × √ × √ √ √ √ √ √ √ √ 
Ours × √ √ √ √ √ √ √ √ √ √ √ 

a. ‘System’ column indicates whether system considered in the corresponding paper is a hypervisor-based or container-based system.  
b. ‘Resource’ column indicates whether the resource degradation behaviors of components are considered in the corresponding paper.  
c. ‘Multiple Interaction’ column indicates whether the time-dependent behaviors between VNFs, between Host OSes and between VNFs and Host OSes are 

considered in the corresponding paper.  
d. ‘State-space’ column indicates whether the state-space model is conducted in the corresponding paper.  
e. ‘Solution Type’ indicates whether transient analysis or steady-state analysis is performed in the corresponding paper.  
f. ‘Distribution’ column indicates whether exponential distribution or general distribution is assumed in the corresponding paper.  
g. ‘Metric’ column indicates whether the transient availability, steady-state availability or reliability is evaluated in the corresponding paper.  
h. ‘Simulation’ column indicates whether simulation is carried out in the corresponding paper. 

 
If the GCS detects resource degradation on an active VNF, 

the failover technique is triggered and the backup container will 
take over the processing requests. Then the container running 
the VNF with resource degradation is restarted to its initial state. 
After this container completes its restarting, it becomes the 
backup container for the next failover. 

If the GCS detects resource degradation on a Primary UMEC 
Host OS, the live container migration technique is triggered and 
the Backup UMEC Host OS will take over the processing 
requests. The degraded Host OS then reboots to its initial state. 
After this Host OS completes its reboot, this host becomes the 
Backup UMEC Host for the next container migration.  

If multiple VNFs (more than one) running on the same Host 
OS or an active VNF and Host OS running it experience 
resource degradation, this Host OS reboots. If multiple Primary 
UMEC Host OSes (more than one) or an active VNF and 
Primary UMEC Host OSes running other active VNFs 

experience resource degradation, all Host OSes in the UMEC 
system are rebooted. If multiple active VNFs (more than one) 
running on different Primary UMEC Host OSes experience 
resource degradation, all active VNFs in the UMEC system are 
restarted. 

If any active VNF or Primary UMEC Host OS in the UMEC 
system fails due to resource degradation, the service is 
interrupted because all active VNFs within the UMEC service 
chain are processed sequentially and the dependencies among 
VNF, container and Host OS. After the Host OS repair is 
complete, the Host OSes, containers, VNFs and requests are 
rebooted/restarted in sequence. 

B. UAV-based MEC Network 
In the last few years, many studies have been devoted to 

optimizing UAV placement and managing resources in the 
UMEC network. Li et al. [19] presented an optimization 
approach to minimize the energy consumption of a UMEC 
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system, considering the resource allocation and the design of the 
UAV trajectory. Zhang et al. [20] studied an iterative 
optimization algorithm to optimize user association, computing 
and communication resource allocation, and UAV trajectory 
scheduling in a UMEC system. Zhang et al. [21] proposed a 
game-theoretic scheme to achieve the trade-off between energy 
consumption and time latency. Kang et al. [22] jointly 
optimized task scheduling and UAV trajectory to minimize the 
maximum task processing delay. Furthermore, there were many 
studies to evaluate the resilience of a UAV swarm. Bai et al. [23] 
presented a UAV swarm model that considered the impact of 
distance between UAVs and dynamic change, and an resilience 
metric that reflected the difference between the performance of 
UAV swarm and the performance of standard system. However, 
the authors in [23] only considered the failure caused by 
external disruptions and threats. In this paper, the UMEC 
system can suffer from resource degradation and failure. Note 
that our work can complement these studies to better study the 
mission planning and the design of a UAV swarm.  

C. Analytical Modeling 
Researches have explored analytical modeling approaches to 

evaluate the availability and reliability in the virtualized system. 
See [24]-[32] and references therein. 

Qu et al. [24] investigated the reliability of SFC under the 
strategy that used different backup VNFs to protect the primary 
VNF based on reliability block diagrams (RBD). Engelmann et 
al. [25] analyzed the reliability of SFC under different 
placement strategies for primary and backup VNFs based on 
RBD. These studies [24][25] assumed that abnormal and 
recovery behaviors of VNFs were independent of each other and 
did not capture the dynamic interaction between various 
behaviors. Torquato et al. [26] built stochastic reward net (SRN) 
models for evaluating the reliability and availability of a 
virtualization system, in which virtual machine (VM) migration 
technique was deployed for rejuvenation. Tola et al. [27] 
combined structural model and stochastic activity network 
(SAN) model to evaluate the impact of network factors on NFV-
enabled service availability. Mauro et al. [28] studied the 
availability of IP Multimedia Subsystem in different 
containerized architectural deployments based on SRN. These 
studies [26]-[28] assumed that all time intervals between events 
were exponentially distributed. In this paper, we relax this 
assumption and allow recovery time and failure time to follow 
any kind of distribution. There were modeling-based studies 
[29]-[32] in which all time intervals between events followed 
any kind of distribution. Machida et al. [29] proposed SMP 
models to compare the effectiveness of time-based rejuvenation, 
time-based life-extension and hybrid approaches, from the 
aspects of job completion time and system availability. Based 
on Markov regenerative process (MRGP), the authors in [30] 
studied the service availability in the VM-based system, in 
which application service, VM and virtual machine monitor 
(VMM) can experience resource degradation. They in [31] 
presented an SMP model to analyze the vehicle platooning 
service resilience. They further in [32] analyzed the impact of 
VNF aging on the dependability on MEC-SFC services. These 

model in [30]-[32] did not capture the time-dependent behaviors 
between the subservices and the Host OSes that run them. These 
studies [24]-[32] ignored time-dependent behaviors between 
VNFs, between Host OSes, and between VNFs and Host OSes. 
In addition, some studies [24][25][27]-[30] evaluated only one 
or two aspects of reliability, steady-state availability and 
transient availability. Unlike them, we consider a two-tier (VNF 
and Host OS) UMEC system, in which VNF restart and failover 
techniques are deployed for rejuvenation at the VNF level, and 
OS reboot and live container migration are deployed for 
rejuvenation at the Host OS level. We present an SMP model to 
characterize the interactions between components and evaluate 
the reliability, steady-state availability and transient availability 
of a UMEC service chain consisting of any number of VNFs 
executed in any number of Primary UMEC Hosts. 

TABLE I summarizes the comparison of existing work on 
evaluating the resilience using analytical modeling approaches. 

III. SYSTEM MODEL 
This section first introduces the multi-dimensional SMP 

model proposed in this paper. Secondly, formulas are given to 
calculate MTTF (the mean time to failure), steady-state 
availability and transient availability of the n-sized UMEC 
service chain. 

A. SMP Model 
The system state transition can be described by a stochastic 

process  The sequence of system states 

(including the occurrence of 
resource degradation events, failure events, and recovery events) 
corresponding to time instances , in 
which this stochastic process undergoes state transitions, is the 
embedded discrete time Markov chain (DTMC). We assume 
that the holding times of the recovery and failure events follow 
any kind of distribution and the holding times of resource 
degradation events are exponentially distributed. Thus, SMP 
model can be used to capture the recovery and abnormal 
behaviors of the n-sized UMEC system, where the number of 
backup containers must be greater than that of active containers 
in Primary UMEC Host. In this model, failover, live container 
migration, VNF restart and OS reboot will bring the container-
based UMEC system to an error-free state. The timer to be used 
for next the failover, container migration, VNF restart or OS 
reboot is restarted after completing failover, container migration, 
VNF restart, or OS reboot.  

We define the (n+m)-tuple index  
to denote the system state. 

n and m denote the number of VNFs and OSes, respectively. 
That is, a UMEC service chain consists of n VNFs hosted by m 
Primary UMEC Hosts. nm denotes the number of VNFs hosted 
by the mth Primary UMEC Host OS. Thus, 

and     denote the 

state of the mth Primary UMEC Host OS, the wth VNF running 
on the mth Primary UMEC Host OS and the nmth VNF running 

{Z(t) 0}.t ³

0 1 2 3 4 5{ , , , , , ,...}X X X X X X X=

0 1 2 3 4 5{ , , , , , ,...}T T T T T T T=

1 2 11( , ,..., ,..., , ,u mi i i i j

112 1 1 2,..., ,..., , ,..., ,..., )
mn m m mw mnj j j j j j

1 2 ,......, mn n n n+ + + = .m n£ ,mi ,mwj mmnj
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on the mth Primary UMEC Host OS, respectively. There are 
four VNF (Host OS) states: Healthy, Failed, Resource 
Degradation and Restart/Reboot, denoted by H, F, D and R, 
respectively. The meaning of each VNF (Host OS) state is given 
as follows: 
• Healthy. The VNF (Host OS) is robust and UMEC 

service chain can be performed normally. Rejuvenation 
techniques can return the VNF (Host OS) experiencing 
resource degradation to this state. 

• Failed. The UMEC service chain is unavailable due to 
VNF (Host OS) failure at this state. 

• Resource Degradation. The VNF (Host OS) can function 
but experiences resource degradation at this state. 

• Restart/Reboot. At this state, the VNF (Host OS) restarts 
(reboots).  

There are a total of  system states, among which there 
are  meaningless system states. These 
meaningless states can be ignored. Take system state 

for example, if 

the 1st Primary UMEC Host OSes fails, the VNFs running on 
this OS will fail due to the dependencies between VNF and OS. 
Therefore, this system state is meaningless. TABLE II gives the 
definition of the time intervals between events, where

 
denote the distance between the UAV deploying the uth Primary 
UMEC Host OS and the UAV deploying the uth Backup UMEC 
Host OS, and the distance between the UAV deploying the uth 
Primary UMEC Host OS and user s, respectively. Note that the 
position ( ) of UAV u 
and the position of user s can vary over time. 
According to UAV-UAV and UAV-user channel models 
[33][34], the distances between UAVs and between UAV and 
its serving user have an impact on the data transmission rates 
between them, which may further affect the resource 
degradation time, failure time and migration time defined in 
TABLE II. 

For case of understanding, Fig. 2 shows an example of the 
SMP model for capturing the behaviors of a 4-sized UMEC 
system with three Primary UMEC Host OSes running one, one 
and two VNFs, respectively. In Fig. 2, the green system state 
denotes that the requests can be processed normally, the yellow 
system states denote that one of system components experiences 
resource degradation, the grey system states denote that some 
system components are recovering, the purple system state 
denotes a failure state, the black straight lines denote the 
resource degradation behaviors of components, the orange 
dash-dotted lines denote the failure behaviors of components, 
and the blue dashed lines denote the recovery behaviors of 
components. TABLE II shows the definition of variables used 
in the model. In this model, the UMEC system starts with state 
0. After a period of operation, the components in the system can 
experience resource degradation and the system enters one of 
the yellow states in Fig. 2 depending on the component that 

experiences resource degradation. When the system stays at 
state 10, if the backup container takes over the processing 
requests, the system will enter state 0, if the 1st VNF fails, the 
system will enter state 1, if one of the 2nd and 3rd Primary UMEC 
Host OSes experiences resource degradation, the system will 
enter state 2, if one of the remaining VNFs experiences resource 
degradation, the system will enter state 3, and if the 1st Primary 
UMEC Host OS experiences resource degradation, the system 
will enter state 4. When the system stays at state 3, the system 
either enters state 0 after restarting all VNFs, or enters state 2 
after one of the Primary UMEC Host OSes experiences resource 
degradation. When the system stays at state 4, the system either 
enters state 0 after rebooting the 1st Primary UMEC Host OS or 
enters state 2 after one of the 2nd Primary UMEC Host OS, the 
3rd Primary UMEC Host OS and VNFs running on them 
experiences resource degradation. From state 1, the system 
returns back to state 0 after repairing the failed component and 
rebooting all Host OSes. From state 2, the system returns back 
to state 0 after rebooting all OSes. The subsequent state 
transitions of the system at state 7, 8, 9, 11, 12 and 13 are similar 
to that of the system at state 10. 

B. Transient Availability Analysis 
We present the calculation process of the transient 

availability in this section.  
Firstly, the kernel matrix  is constructed, given in 

Fig. 3. The non-null element  (

) in  denotes the conditional 
probability of the next transition to system state  occurring at 
time t, given that at time Tn, the UMEC system has stayed at 
state  The formulas of calculating the non-mull elements of 

 are given in Equations (A.1)-(A.17) in Appendix A of 
the supplementary file. Secondly, we can get the diagonal 
matrix ( ), which can be 
solved by applying Equation (1). 

 (1) 
Thirdly, the matrix  

( ) of the transient solution 
for the conditional transition probability can be solved by 
applying Equation (2) [17], 

 (2) 
where   and  are Laplace-Stieltjes 
transform of   and  respectively. 

Finally, we can obtain the unconditional probabilities 
 by using Equation (3) [17], 

 (3) 
where  is the initial state probability vector. The initial 
state probability at system state 0 is 1 and the initial state 
probabilities at the remaining system states are 0. The transient 
availability of n-sized UMEC service chain is computed by 
applying Equation (4). 

4m n+

4 2 4m n m n+ - - -

11 2 11 12 1( , , ..., , , , ..., , ..., )
mm n mnF H H H H H H

2 2 2( ) ( ( ) ( )) ( ( ) ( )) ( ( ) ( ))UU u bu u bu u bud t x t x t y t y t z t z t= - + - + -
2 2 2and ( ) ( ( ) ( )) ( ( ) ( )) ( ( ) ( ))US u s u s u sd t x t x t y t y t z t z t= - + - + -

( ( ), ( ), ( ))u u ux t y t z t ( ( ), ( ), ( ))bu bu bux t y t z t
( ( ), ( ), ( ))s s sx t y t z t

( )KUM t
( )ijk t 0 2 3,i m n£ £ + +

0 2 3j m n£ £ + + ( )KUM t
j

.i
( )KUM t

( ) [ ( )]EUM iit E t= 0 2 3i m n£ £ + +

2 3

0
( ) 1 ( )m n
ii ijj
E t k t+ +

=
= -å

( ) [ ( )]VUM ijt V t=
0 2 3, 0 2 3i m n j m n£ £ + + £ £ + +

( ) ( ) ( )~ ~ ~ ~V E K VUM UM UM UMs s s s( ) = +

,UM s( )~V ( )UM s~E ( )UM s~K
( ,UM t)V ( )UM tE ( ),UM tK

( ) [ ( )]UM it tp p=
( ) (0) ( )VUM UM UMt tp p=

(0)UMp



6 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 
(4) 

The detailed process for calculating  is given in Equations 
(A.18)-(A.21) in Appendix A of the supplementary file.  

C. Steady-state Availability Analysis 
We present the calculation process of the steady-state 

availability. 
Firstly, in order to describe the embedded DTMC in the SMP 

model, we construct the one-step transition probability matrix 
(TPM)  Secondly, we use Equation (5) to 

obtain the steady-state probability vector  of the 
embedded DTMC in the SMP model [17], 

 (5) 
where  denotes a column vector with all items are 1. The 
formulas for calculating elements in  are given in 
Equations (B.1)-(B.6) in Appendix B of the supplementary file. 
Thirdly, the mean sojourn time  at system state  is 
calculated by using Equation (6) [17], 

 
(6) 

where  denotes the sojourn time distribution at system 
state  The detailed process for calculating the mean sojourn 
times at each system state is given in Equations (B.7)-(B.13) in 
Appendix B of the supplementary file. 

 
Fig. 2. SMP model for a UMEC system with four VNFs and three Primary UMEC Hosts 
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TABLE II  
Definition of Variables Used in the Model 

Symbol Definition Distribution Type Default Values 

 
A random variable with cumulative distribution function (CDF) Fdvij(t, dUU(t), dUS(t)) denoting 
the holding time of the jth active VNF running on the ith Primary UMEC Host OS from H to D.  Exponential 

Resource 
degradation 

time 
9-11 days 

 
A random variable with CDF Fdoi(t, dUU(t), dUS(t)) denoting the holding time of the ith of Primary 
UMEC Host OS from H to D.  Exponential 

Resource 
degradation 

time 
45-47 days 

 
A random variable with CDF Ffvij(t, dUU(t), dUS(t)) denoting the holding time of the jth active 
VNF (running on the ith Primary UMEC Host OS) from D to F.  General Failure time 6-8 days 

 
A random variable with CDF Ffoi(t, dUU(t), dUS(t)) denoting the holding time of the ith Primary 
UMEC Host OS from D to F.  General Failure time 15-17 days 

 
A random variable with CDF Frvij(t) denoting the holding time of the jth active VNF (running on 
the ith Primary UMEC Host OS) from D to H.  General Failover 

time 8-10 seconds 

 
A random variable with CDF Froi(t, dUU(t)) denoting the holding time of the ith Primary UMEC 
Host OS from D to H.  General Migration 

time 30-40 seconds 

 
A random variable with CDF Frbi(t) denoting the holding time of rebooting the ith Primary 
UMEC Host OS. General Reboot time 1-1.5 minutes 

 A random variable with CDF FRV(t) denoting the holding time to restart all VNFs.  General Restart time 10-20 seconds 

 A random variable with CDF FRO(t)denoting the holding time to reboot all Host OSes.  General Reboot time 1-2 minutes 

 
A random variable with CDF FR(t) denoting the holding time of the system from failure to 
robustness.  General System 

repair time 0.8-1.2 hours 

 

A random variable with CDF Fdvoi(t, dUU(t), dUS(t)) denoting the minimum holding time of 
Primary UMEC Host OSes (in addition to the ith Primary UMEC Host OS) from H to D after 
the active VNF (running on the ith Primary UMEC Host OS) experiencing resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 

A random variable with CDF Fdvcij(t, dUU(t), dUS(t)) denoting the minimum holding time of other 
active VNFs (running on the ith Primary UMEC Host OS) and ith Primary UMEC Host OS from 
H to D after the jth active VNF (running on the ith Primary UMEC Host OS) experiencing 
resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 

A random variable with CDF Fdvai(t, dUU(t), dUS(t)) denoting the minimum holding time of other 
active VNFs (in addition to the active VNFs running on the ith Primary UMEC Host OS) from 
H to D after the jth active VNF (running on the ith Primary UMEC Host OS) experiencing 
resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 
A random variable with CDF Fdoci(t, dUU(t), dUS(t)) denoting the minimum holding time of other 
components (in addition to the active VNFs running on the ith Primary UMEC Host OS) from 
H to D after the ith Primary UMEC Host OS experiencing resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 
A random variable with CDF Fdovi(t, dUU(t), dUS(t)) denoting the minimum holding time of the 
active VNFs (running on the ith Primary UMEC Host OS) from H to D after this Host OS 
experiencing resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 
A random variable with CDF Fdci(t, dUU(t), dUS(t)) denoting the minimum holding time of other 
components from H to D after both the active VNF (running on the ith Host OS) and this Host 
OS experiencing resource degradation.  

Exponential 
Resource 

degradation 
time 

-- 

 A random variable with CDF Fdo(t, dUU(t), dUS(t)) denoting the minimum holding time of each 
Primary UMEC Host OS from H to D during restarting all VNFs.  Exponential 

Resource 
degradation 

time 
-- 

 
Fig. 4. The kernel matrix  for the SMP model with absorbing states 

The steady-state availability of n-sized UMEC service chain 
is computed by applying Equation (7). 

 
(7) 

where  can be obtained by applying 
Equations (B.1)-(B.13) in Appendix B of the supplementary file. 

D. Reliability Analysis 
We present the calculation process of MTTF, which can be 

used to analyze the reliability of a UMEC service chain in this 
section. 

MTTF is a classical yardstick for assessing the reliability. It 
is the expected time to failure for the UMEC system, in which 
no recovery operation is performed when the service failure 
occurs. Therefore, we can construct the SMP model with 
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absorbing states based on the SMP model proposed in Section 
III-A. That is, the grey and purple system states in Fig. 2 serve 
as the absorbing states.  

Firstly, in order to obtain the one-step TPM  for 
describing the embedded DTMC in the SMP model with 
absorbing states, we construct the kernel matrix  for 
this model, given in Fig. 4.The formulas of calculating non-null 
elements of  are given in Equations (C.1)-(C.16) in 
Appendix C of the supplementary file. We use Equation (8) to 
calculate the expected number of visits  to system state  
until absorption [17],  

 
(8) 

where the initial probability  at system state 0 is 1 and the 

initial probabilities  ( ) at the remaining system 
states are 0. The formulas of calculating the expected number of 
visits to each system state of this model are given in Equations 
(9) and (10), 

 
(9) 

 
(10) 

where  and  can be obtained by 
applying Equations (C.1)-(C.3) and (C.7). 

Thirdly, the mean sojourn times at each system state of the 
SMP with absorbing states are given in Equations (11)-(13), 

 

(11) 

 (12) 

 (13) 

where  and  
Finally, the MTTF of n-sized UMEC service chain is 

computed by applying Equation (14). 

 
(14) 

where  can be obtained by applying Equations (9)-(13). 

IV. EXPERIMENT RESULTS  
This section, we first show the comparison of the numerical 

and simulation results to verify the approximate accuracy of the 
proposed model and formulas. We then perform the sensitivity 

analysis of MTTF, steady-state availability and transient 
availability of a UMEC service chain in regard to system 
parameters. Finally, we apply our proposed equations in Section 
III to quantitatively analyze the impact of system parameters 
(such as, the number of VNFs and Primary UMEC Hosts) and 
failure time distributions on each metric. 

A. Experiment Configuration 
In the numerical experiments, it is assumed that the VNF 

resource degradation time, OS resource degradation time, 
migration time, failover time, reboot time, restart time and 
system repair time are exponentially distributed. The 
corresponding distribution functions are  

 

 and  respectively, where 
 VNF failure time and OS failure time 

are assumed to follow Hypoexponential distributions, denoted 

 respectively. The 
holding times of other resource degradation events are assumed 
to be exponentially distributed, denoted as 

 

 

 

 

  The 
default parameter settings are given in TABLE II. Some 
parameters in experiments are set according to [35] and the left 
parameters are set in order to demonstrate the effectiveness of 
our model proposed in this paper. Numerical experiments and 
simulation are carried out in MAPLE [36]. 

B. Verification of the Proposed Model and Formulas  
TABLE III shows the parameters used in the simulation. Fig. 

3 (from left to right) shows the comparison of the numerical and 
simulation results for the transient availability, steady-state 
availability and MTTF. ‘n=15_m=5_num’ denotes the 
numerical results on the condition that there are five Primary 
UMEC Hosts and fifteen VNFs in the UMEC system. The 
corresponding simulation results are denoted by 
‘n=15_m=5_sim’. The simulation results of transient 
availability, steady-state availability and MTTF are calculated 
with a 95% confidence level. We observe that numerical results 
are close to the corresponding simulation results, demonstrating 
the approximate accuracy of the proposed model and formulas 
for calculating the transient availability, steady-state availability 
and MTTF of a UMEC service chain.  
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(a) Transient availability (b) Steady-state availability (c) MTTF 

Fig. 5. Comparison of the numerical and the simulation results for each metric  

   
(a) Transient availability (b) Steady-state availability (c) MTTF 

Fig. 6. Transient availability, steady-state availability and MTTF of a UMEC service chain under different failure time distributions 

  
(a) Failover time (b) Migration time 

Fig. 7. Transient availability of a UMEC service chain under different failover time and migration time 

 

C. Sensitivity Analysis 
This section presents the sensitivity analysis of MTTF, steady-

state availability and transient availability of a UMEC service 
chain in regard to system parameters. Based on Equations (4) and 
(15), the scaled sensitivities  of transient 
availability can be calculated. Based on Equations (7) and (15), 
the scaled sensitivities  of steady-state availability 
can be calculated. Based on Equations (14) and (15), the scaled 
sensitivities  of MTTF can be calculated. TABLE 
IV gives the numerical results of the scaled sensitivities of each 
metric in regard to system parameters, where ‘--’ denotes that the 
corresponding metric is not affected by this parameter. The 
experimental results illustrate that the sensitivities of each metric 

with respect to  are negative, while the 
sensitivities of transient and steady-state availability in regard to 
the remaining parameters are positive, and the sensitivities of 
MTTF with respect to  are positive. In addition, we 
can observe that  is a parameter significantly affecting the 
transient availability, steady-state availability and MTTF. 
Therefore, network service providers can improve the resilience 
of a UMEC service chain by adjusting the values of parameters 
that have a significant impact on the resilience. 
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TABLE III  
Parameter Settings in the Simulation 

Symbol Default Values Symbol Default Values 

 
3-4 days  30-40 seconds

 

 7-8 days  1-1.5 minutes
 

 1-2 days  10-20 seconds
 

 5-6 days  1-2 minutes
 

 8-10 seconds  0.8-1.2 hours
 

 
TABLE IV  

The Scaled Sensitivities for Each Metric 
Parameter    

 -6.55e-14 -1.99e-12 -1.50e-7 

 -6.55e-14 -1.99e-12 -1.50e-7 

 -2,31e-13 -5.19e-12 -3.92e-7 

 -2.31e-13 -5.19e-12 -3.92e-7 

 3.52e-9 3.69e-9 5.06e-2 

 9.23e-9 1.30e-8 4.01e-2 

 5.39e-10 7.53e-10 -- 

 3.25e-8 3.25e-8 -- 

 3.64e-8 7.36e-8 -- 
 7.24e-14 7.76e-11 -- 

D. Effect of Failure Time Distribution on Each Metric 
This section presents the numerical results for MTTF, steady-

state availability and transient availability of a UMEC service 
chain under different failure time distributions. We consider that 
failure time can follow a Hypoexponential distribution and an 
Exponential distribution. Fig. 4 (a) shows that when the 
migration rate is 90, the transient availability at t=0.1 is 
0.999999829729 under failure time following the 
Hypoexponential distribution and 0.999999725690 under failure 
time following the Exponential distribution. Similar results are 
observed from Fig. 4 (b) and Fig. 4 (c), showing significant 
differences in the steady-state availability and the MTTF under 
failure time following the Hypoexponential distribution and the 
Exponential distribution. The reason is that the difference 
between the failure rates of these distributions is large. We can 
conclude that the type of failure time distribution has a 
significant impact on each metric studied. 

E. Effect of System Parameters on Each Metric 
This section first introduces the numerical results for MTTF, 

steady-state availability and transient availability of a UMEC 
service chain under different failover time, migration time, and 
numbers of VNFs and Primary UMEC Hosts. We then analyze 
the impact of time-varying parameters related to the resource 
degradation time, failure time and migration time on the transient 
availability of a UMEC service chain.  

Fig. 5 shows the numerical results for the transient availability 
under different failover time and migration time. Fig. D-1 and 
Fig. D-2 in Appendix D of the supplementary file show the 
numerical results for the steady-state availability and MTTF of a 
UMEC service chain under different failover time and migration 
time, respectively. The numerical experiments illustrate that with 
increasing failover time and migration time, the resilience of a 

UMEC service chain gradually decreases. The reason is that the 
holding time of UMEC system remaining at the available states 
decreases while the probability of failure of the UMEC service 
chain increases with increasing failover time and migration time. 

TABLE V shows the numerical results for MTTF, steady-state 
availability and transient availability of a UMEC service chain 
under different numbers of VNFs and Primary UMEC Hosts. We 
can observe that the resilience decreases with increasing number 
of VNFs, the availability decreases with decreasing number of 
Primary UMEC Hosts, and the reliability increases with 
decreasing number of Primary UMEC Hosts. The reason is that 
the number of components that can fail increases in the UMEC 
system due to increasing number of VNFs and Primary UMEC 
Hosts. However, the holding time of the system being available 
increases due to increasing number of Primary UMEC Hosts. 
Additionally, during VNF recovery, there is a higher probability 
that the resource degradation of other components will lead to 
the system being unavailable.  

In addition, the position of UAV u and the position of user s 
can vary over time, which causes the resource degradation time, 
failure time and migration time to vary over time. Therefore, we 
can analyze the impact of UAV position change on the transient 
availability of a UMEC service chain by carrying out the 
numerical experiments of evaluating the effect of time-varying 
parameters, such as ,  and  (defined in Section IV-A), 
related to the resource degradation time, failure time and 
migration time. Fig. 8 shows the numerical results of the 
transient availability with and without time-varying parameters. 
In this figure, yellow dots indicate the transient availability 
without time-varying parameters and blue, green and purple lines 
indicate the transient availability with time-varying   
and  respectively. The aforementioned parameters are set to 
0.0009, 0.0052 and 100 in defaults, respectively. Some 
explanations are as follows.  
• At t=2 hours, as  decreases, the transient availability 

increases compared to that without time-varying 
parameter.  

• At t=3 hours, as  increases, the transient availability 
increases significantly compared to that without time-
varying parameter.  

• At t=4 hour, as  increases, the transient availability 
decreases gradually and its value is less than that after 4 
hours. As  decreases, there is no significant change 
in the transient availability compared to that without 
time-varying parameter.  

• At t=5 hours, as  decreases, the transient availability 
decreases significantly and its value is lower than that 
without time-varying parameter.  

• At t=6 hours, as  decreases, the transient availability 
is greater than that without time-varying parameter.  

These experimental results can help service providers provide 
availability-guaranteed UMEC service chain under UAV 
position change. 
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V. DISCUSSION 
This paper takes a first step towards quantitatively analyzing 

the resilience of a UMEC service chain consisting of any number 
of VNFs executed in any number of Primary UMEC Hosts. 
However, the limitation of our model is that we only analyze how 
the nodes (namely, Primary UMEC Hosts) executing VNFs 
affect the resilience of a UMEC service chain. In addition to 
Primary UMEC Hosts, there are three main nodes in the UMEC 
system: (i) GCS, which can provide appropriate resources and a 
stable environment for the operation of GCS software 
applications (such as MANO and the mission planner) [37]. (ii) 
Backup GCS, which can take over GCS software applications 
when the OS running these applications experiences resource 
degradation. And (iii) Backup UMEC Hosts, which can take over 
the processing requests when Primary UMEC Host OSes 
experience resource degradation.  

Components in the aforementioned nodes can experience 
resource degradation and failure. The modeling approach 
proposed in Section III can be extended to model this case. 
Specifically, we develop a hierarchical model, composed of low-
level model and high-level model, to capture the behaviors of 
components in the aforementioned nodes, while avoiding model 
largeness due to the complex interactions among components 
and model stiffness due to large differences in the abnormal 
event occurrence rate among components in the UMEC Hosts 
and GCS. We first adopt RBD to develop the low-level model, 
which can characterize the dependencies between UMEC hosts 
and GCS, shown in Fig. 9.  

We then adopt SMP to develop the high-level model consists 
of two SMP models: (i) SMP model for capturing the behaviors 
of components (OS and VNF) in Primary and Backup UMEC 
Hosts, shown in Fig. 10 and (ii) SMP model for capturing the 
behaviors of components (OS and GCS software applications, 
such as MANO and the mission planner) in GCS and Backup 
GCS. The model under m=1 in Fig. 10 can be used as the SMP 
model for capturing the behaviors of components in GCS and 
Backup GCS.  

Note that management and orchestration (MANO) consists of 
three components: NFV orchestrator (NFVO), VNF manager 
(VNFM), and virtual infrastructure manager (VIM). Without 
loss of generality, we consider that MANO is a single entity 
where the failure of any of its components will lead to MANO 
failure. TABLE VI gives the definition of variables used in the 
extended models. State U (Unknown) denotes that backup VNF 
(OS) is at one of Healthy, Resource Degradation and Failed states. 
State BR (Restart/Reboot Completion) denotes that backup VNF 
(OS) is at after the completion of restarting (rebooting). State BP 
(Repair Completion) denotes that backup VNF (OS) is at after 
the completion of repair and restarting (rebooting). 

VI. CONCLUSION AND FUTURE WORK  
In this paper, we propose an SMP model for capturing the 

behaviors of a UMEC system that implements rejuvenation 

techniques. We derive the formulas to analyze the resilience of a 
UMEC service chain consisting of any number of VNFs 
executed in any number of Primary UMEC Hosts. Conducting 
numerical experiments, we quantitatively analyze the impact of 
type of failure time distribution and system parameters on the 
reliability, steady-state availability and transient availability of a 
UMEC service chain. In particular, we are able to identify 
potential bottlenecks for the resilience improvement, which can 
help design the UMEC service chain with high-grade resilience 
requirements and provide guidelines for system optimization. 

In the UMEC system, there are three main components: 
MANO, NFV infrastructure (NFVI) and the mission planner [18]. 
The proposed model did not analyze the behaviors of NFVI. As 
future work, we will extend our model to evaluate the impact of 
NFVI on the resilience of a UMEC service chain. In addition, the 
numerical results in Section IV reveal that the availability 
increases with increasing number of UAVs. The UMEC service 
chain is deployed on multiple UAVs, which can meet the 
availability requirements, but lead to the increase in transmission 
delay between UAVs. Moreover, the transmission delay is 
affected by UAV position. Therefore, based on the closed-form 
solutions of calculating the resilience derived in this paper, we 
will design an optimization algorithm to ensure the trade-off 
between performance (such as end-to-end delay) and resilience, 
taking into account the positions of UAVs.  

TABLE V  
Transient Availability, Steady-state Availability and MTTF of a UMEC Service 

Chain under Different Numbers of VNFs and Primary UMEC Hosts 
Numbers of VNFs 

and Primary 
UMEC Hosts 

Steady-state 
Availability MTTF Transient 

Availability 

n=15, m=5 0.999999838941 75436.89 0.999999860988 
n=14, m=5 0.999999856454 84913.82 0.999999876332 
n=13, m=5 0.999999871976 96333.61 0.999999889935 
n=15, m=4 0.999999829671 80369.91 0.999999851021 
n=15, m=3 0.999999815925 85687.41 0.999999835812 

 

 
Fig. 8. Transient availability of a UMEC service chain with and without time-

varying parameters 

 
Fig. 9. RBD for the UMEC system 
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Fig. 10. SMP model for capturing the behaviors of components in Primary and Backup UMEC Hosts 

TABLE VI  
Definition of Variables Used in the Extended Model 

Symbol Definition 

 A random variable with CDF Fdobi(t, dUU(t), dUS(t)) denoting the holding time of the ith backup OS from H/BR/BP to D. 

 
A random variable with CDF Fdvbij(t, dUU(t), dUS(t)) denoting the holding time of the jth backup VNF running on the ith OS from H/BR/BP to D. 

 A random variable with CDF Frobi(t) denoting the holding time of the ith backup OS from D to BR. 

 A random variable with CDF Frvbij(t) denoting the holding time of the jth backup VNF running on the ith OS from D to BR. 

 
A random variable with CDF Fpobi(t) denoting the holding time of the ith backup OS from D to BP. 

 
A random variable with CDF Fpvbij(t) denoting the holding time of the jth backup VNF running on the ith OS from D to BP. 
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APPENDIX A FORMULAS FOR CALCULATING TRANSIENT 
AVAILABILITY 

This section gives the detailed process for calculating the 
transient availability of a unmanned aerial vehicle-based 
multi-access edge computing (UMEC) service chain 
mentioned in Section III-B of the main paper. The details are 
as follows. 

The non-null elements of  are defined as 
 and given by 

Equations (A.1)-(A.17), 
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 (A.17) 

where   and
 

The unconditional probabilities for each system state are 
given in Equations (A.18)-(A.21), 

 (A.18) 

 (A.19) 

 (A.20) 

 
(A.21) 

where  

 

,  and 

 can be obtained by applying Equations (A.1)-(A.17). 

APPENDIX B FORMULAS FOR CALCULATING STEADY-STATE 
AVAILABILITY 

This section gives the detailed process of calculating the 
steady-state availability of a UMEC service chain mentioned 
in Section III-C of the main paper. The details are as follows. 

The steady-state probabilities of the embedded discrete 
time Markov chain (DTMC) at each system state are given in 
Equations (B.1)-(B.6), 

 (B.1) 

 (B.2) 

 (B.3) 

 (B.4) 

 (B.5) 

 (B.6) 

where

and . 

The mean sojourn times at each system state are given in 
Equations (B.7)-(B.13). 

 (B.7) 

 (B.8) 

 (B.9) 

 (B.10) 

 (B.11) 

 (B.12) 

 (B.13) 

where  and . 

APPENDIX C FORMULAS FOR CALCULATING MTTF  
This section gives the detailed process of calculating 

MTTF (the mean time to failure) of a UMEC service chain 
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mentioned in Section III-D. The non-null parameters in  
are given in Equations (C.1)-(C.16), 

 (C.1) 

 (C.2) 

 (C.3) 

 (C.4) 

 (C.5) 

 (C.6) 

 (C.7) 

 (C.8) 

 (C.9) 

 (C.10) 

 (C.11) 

 (C.12) 
 (C.14) 
 (C.15) 
 (C.16) 

where  and . 

APPENDIX D NUMERICAL RESULTS 
This section introduces the numerical results for the steady-

state availability and MTTF of a UMEC service chain under 
different failover time and migration time, shown in Fig. D-1 
and Fig. D-2. 

 
Fig. D-1. Steady-state availability of a UMEC service chain under 

different failover time and migration time 

 
Fig. D-2. MTTF of a UMEC service chain under different failover time 

and migration time 
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