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Abstract

This paper addresses a tightly integrated multi-robot planning, localization and navigation system in stochastic scenarios. We present a novel motion planning technique for robot formations in such kinds of environments, which computes the most likely global path in terms of a defined minimum expected length (EL). EL evaluates the expected cost of a path considering the probability of finding a non traversable zone and the cost of using an alternative traversable path. A local real time re-planning technique based on the probabilistic model is also developed for the formation when the scenario changes. The formation adapts its configuration to the shape of the free room. The partial views of all the robots are integrated to update the multi-robot localization using a modified EKF based on the measurement differencing technique which improves estimation consistency. As a result, a lower uncertainty map of the local navigation area is obtained for re-planning purposes. Experimental results, both in simulation and in real office-like settings, illustrate the performance of the described approach where a hybrid, centralized-distributed, architecture with wireless communication capabilities is used.
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1. Introduction

The interest in the design, development and implementation of multi-vehicle systems has grown tremendously both in the fields of robotics and control systems technology due to their enhanced reliability and robustness over single-vehicle systems.

Key applications such as factory automation, surveillance, exploration or rescue missions may benefit from the use of geometrically constrained multi-robot systems, known as robot formations where close cooperation and coordination among the, possibly heterogeneous, vehicles of the team is mandatory for the successful joint mission completion. For instance, the formation can be used to escort a group of people to the exit of a building in an emergency situation where the robots in the formation structure delimit a safe area for them and are spatially arranged to provide a broader field of view to the system.

During the execution of the mission, formation control, either centralized or distributed, keeps the team members on rigid predefined relative positions whilst moving towards the goal. A well-known approach to multi-robot coordination [1] is the leader-following approach where the robot followers navigate coordinately as commanded by the robot leader to reach the mission objectives, whilst maintaining a certain geometric shape (e.g., equilateral triangle, regular pentagon, etc), previously imposed to the formation. However, realistic scenarios with cluttered and dynamic obstacles prevent the formation from moving in the predefined shape along all its trajectory to the goal and thus the shape of the formation must be temporarily adapted to the environment.

The adaptability in the formation shape required to overcome the cluttered zones can be achieved by modeling the links between the robots as virtual spring-damper systems [2, 3]. Furthermore, this approach offers an important advantage when addressing the formation path planning problem, solved only by the robot
leader, in contrast to approaches based on virtual structures [4] where paths must be computed for all team members and imply additional computational efforts to adapt their trajectories to unexpected obstacles in the environment.

In [5], the authors propose a method for planning trajectories for formations of robots under uncertainty using potential fields and a fast marching algorithm to find the optimal solution. However, the uncertainty is only applied on the relative localization of the robots with respect to the others rather than to the obstacles in the map.

The localization of a robot formation can be formulated in the general setting of multi-robot localization, where several approaches have been reported in the literature using inter-robot measurements (e.g., in absence of previous knowledge about the navigation area [6, 7, 8]), landmark observations (e.g., in presence of a grid-based [9] or feature-based map [10]) or even both of them [11]. Interestingly, EKF-based distributed approaches using inter-robot measurements aimed at real-time performance have been reported [12, 13].

During the world modeling phase, uncertainty derived from noisy sensors is incorporated into the maps used later for path planning. Thus, the algorithms applied in deterministic scenarios to compute the best paths for the robots, such as those collected in [14], are no longer valid. For path planning, it is common to assume that the state of the robot is well known and that the actions are deterministic, as opposed to the POMDP approaches for robot control. This assumption is crucial because motion or localization uncertainty makes mandatory to minimize the risk of getting lost. There are mathematically sound suboptimal planning under motion and localization uncertainty methods such as [15], using POMDPs, or [16] and [17], planning in the belief space. These solutions are, thus, finding the paths that minimizes the uncertainty of the robot localization at the goal position.

However, assuming that motion and localization are always reliable, minimizing the position uncertainty is no longer an issue. Instead, it is incorporated into the knowledge of the connectivity or traversability of the environment. This lack of deterministic information implies that only the expectation of the length of a path can be computed, based on the prior and on the observations that the robots will perform during the mission. In [18], the authors propose a graph-based algorithm to compute the expected shortest path, making the markovian assumption that the connectivity of the scenario may eventually change during the execution of the mission. Some approaches like [19], make use of the graphs created during the map-building phase to compute minimum uncertainty paths to the goal. However, even though the authors extend the graph to cover trajectories not performed during the map-building, these additional elements added do not consider the presence of obstacles. Moreover, the new potential trajectories added, as they are further away from the features in the map, present higher uncertainty levels than those trajectories used to build the map. Thus, looking for the minimum uncertainty path will never select one of those added paths.

In this work we propose a global path planning – local replanning scheme that assumes a static scenario for global path planning but that is able to deal with changes locally.

From a system architecture view point, the performance of robot formations during mission execution can be described in terms of modularity and scalability of the underlying probabilistic framework and software components, thus favoring distributed or decentralized approaches. However, from the perspective of precision, reliability and robustness, the close cooperation among the different vehicles of the robot formation, in a centralized framework, would result in a jointly coherent understanding of the navigation environment, thus reducing the uncertainty both during the localization, e.g., wider and integrated fields of view, and path planning, e.g., due to alternative paths reachable by robot followers. Therefore, a hybrid centralized-distributed approach to trade-off the advantages of both perspectives without compromising the success of the commanded mission can be the best choice at hand.

The work presented in this paper develops new techniques for global and local path planning, and extends previous work reported by the authors in localization of multi-robot systems in stochastic maps [10] and motion control for robot formations [20], which are tightly integrated in the whole system to obtain the maximum benefits from their interaction. The main contributions of the work are: (i) a global path planning that minimizes the expected length in a stochastic map; (ii) a cooperative sensor-based local re-planning in the stochastic map; (iii) a multi-vehicle consistent localization (robot pose tracking) in stochastic maps built from the multiple views of the robots; (iv) a hybrid centralized-distributed architecture, using real-time wireless communication. The robot leader centralizes the information and executes the global processes, whilst navigation of the follower robots is distributed and executed by them. Experimental results, both in simulation and in real office-like settings, illustrate the performance of each of the techniques developed and of the whole system.
The rest of this paper is organized as follows: section 2 presents robot formations from the perspective of the leader-following approach, where a dynamical model based on the virtual spring-damper analogy is used; section 3 introduces the concepts of traversability maps and minimum expected length paths in a generic graph-based framework; in section 4 this concept is applied to obtain global minimum expected length paths from a global traversability map derived from a featured-based stochastic map; section 5 describes pose tracking and cooperative local path planning and navigation for the robot formation in dynamic scenarios; section 6 reports both simulated and real experiments obtained by a robot formation in the presence of sensing, localization and mapping uncertainties as described throughout the paper; finally, section 7 elaborates on the conclusions of the reported work and suggests continuation lines for the near future.

2. Probabilistic Robot Formations

We consider formations made up of \( r + 1 \) robots where the leader \( R_0 \) is virtually linked to each of the followers \( R_1, \ldots, R_r \). Each link is composed by two spring-damper systems: one is in charge of maintaining the distance among the robots and the other controls the relative angle. These links induce virtual forces on the robots, producing their movements, as shown in Fig. 1.

Let the location of the formation be represented by a discrete-time stochastic state vector \( x_R = [x_{R_0}, x_{R_1}, \ldots, x_{R_0}, \ldots, x_{R_r}, \ldots, x_{R_0}]^T \) formed by the location of the robot leader \( R_0 \) with respect to (wrt) a base reference frame \( B \) and the location of each robot follower \( R_j \) wrt the robot leader \( R_0 \). This leader-centric representation reduces the volume of uncertainty for the state vector \( x_{R_0} \), in comparison with an absolute representation wrt the base frame \( B \) of each robot location vector and, therefore, linearization errors due to large uncertainty values are minimized [21]. Thus, a dynamic model of the robot formation is given by,

\[
x_{R_k} = f(x_{R_{k-1}}, F_{R_{k-1}}) + v_{k-1}
\]

where, \( F_{R_{k-1}} = [F_0, F_1, \ldots, F_j] \), the set of virtual forces acting on each of the vehicles of the robot formation, are transformed into linear and rotational velocity commands for each non-holonomic vehicle using a differential-drive model [22], and \( v_{k-1} \) represents a zero-mean white noise sequence with a block-diagonal covariance matrix \( Q_{k-1} \). Note that each of the virtual forces \( F_j \) acting on vehicle \( R_j \) is not directly the force generated by the link between robots. It is a combination of the link force \( F_{L_{0j}} \) and an obstacle avoidance force \( F_{N_{Dj}} \), as proposed by [20]. Additionally, the leader \( R_0 \) experiences the attraction force of the next way-point along its planned trajectory towards the goal destination.

3. Path Planning in Traversability Maps

Path planning for robot formations can be stated globally for all the robots of the team. But that approach has a high computational burden. In this work, we propose a flexible alternative approach, computationally lighter. The path planning is achieved by the leader of the formation, and the followers maintain the formation adapting to the environment by means of a spring-damper analogy (see more details in [3]). The formation is maintained while possible, otherwise it adapts its shape to the scenario structure. In the worst case, the formation will become a chain, so the path planned by the leader will also be feasible for the followers.

In this paper, we consider the path planning problem using a graph model based on the ones proposed in [18] and [23]. The scenario is modeled as a graph \( G = (V, E) \), named in advance traversability map, where the vertices \( V \) are locations in the scenario and the edges \( E \) represent the connectivity between pairs of vertices. Each edge
that connects two vertices \((u, v)\) is labeled with \(L(u, v)\) the distance between the vertices and with \(P(u, v)\) the probability for the edge to be traversable. During the execution of the mission, the actual state of the edges (traversable or not) is observable and thus, this information can be incorporated into the path planning algorithm to obtain the optimal path. This formulation of the path planning problem fits the Canadian traveller problem [24], which was first stated by [25] but is still not solved.

It is worth remarking that the optimal path computed with prior information may not be traversable during the execution and an alternative path to the goal may be required. The desired path is the one that minimizes the expected distance to reach the goal, including the cases when the initial path is not traversable and another path must be used. The idea behind this expected length of a path is that it may be worth to explore a possibly very short path to the goal but only if there is an alternative path good enough in case the original path is not traversable.

In [18] the authors assume that the graph is not static and thus the state of the edges might eventually change during the execution of the mission. This assumption provides a new strategy that consists in waiting at a vertex until an edge becomes traversable. It also transforms the problem into a Markov Decision Process that can be solved with the well known techniques of value and policy iteration.

In our case, as in [23], we assume a non-markovian graph where the state of the edges does not change once it is observed. In fact, the knowledge about the state of the environment is augmented as the graph is traversed and the future decisions are conditioned to this knowledge. In [23], the authors propose to expand the state of the formation (the nearest vertex where is placed) with the knowledge of the environment. With this approach they can assume that the expanded graph is markovian and thus they can prove that a convergent solution can be found. However, for practical issues, this approach is not optimal because the expanded graph has a number of vertices which is exponential in the number of edges in the original graph. Moreover, to apply the well known MDP solutions, the whole graph must be expanded.

The length of a path \(p\) can be expressed as a linear combination of the lengths of the edges of the graph, which can be expressed as a dot product. The coefficients are then the number of times each edge is included in the path. Thus, to find the shortest path we need to find the vector \(\alpha_p\) that, representing a valid path, minimizes the dot product with \(L_E\), the vector of the lengths of all the edges in the graph.

\[
L(p) = \alpha_p^T \cdot L_E \tag{2}
\]

In a deterministic framework, \(\alpha_p\) is a binary vector (0 or 1-valued) indicating if an edge is included in the path or not. In the probabilistic framework considered in this paper, however, the coefficients are the expected number of times that each edge will be traversed while trying to reach the goal vertex using the shortest path. It is worth noting that in a probabilistic framework the expected number of times an edge is traversed can be bigger than 1, even if the initial path has no cycles. This is because at some point, the intended path may be non-traversable and thus the formation must go back to find an alternative path. Furthermore, there is a chance that in a probabilistic graph the goal is not reachable by any means from the starting vertex because some of the edges are in fact non-traversable. Given \(R\) the probability of the goal to be reachable computed from the prior knowledge of the graph and setting a penalty value \(\lambda\) if the goal is not reached, the expected length of a path \(EL(p)\) can be expressed as,

\[
EL(p) = R\alpha_p^T \cdot L_E + (1 - R)\lambda \tag{3}
\]

The reachability \(R\) does not depend on the path \(p\) because the paths do exhaust all the possibilities to reach the goal if the initial intention is not traversable. Thus, the probability for any path to reach the goal is the same given the initial and final vertices and, therefore, the term \((1 - R)\lambda\) of equation 3 is constant. This fact allows some simplifications when searching for the best path \(p^*\) to reach the goal, as shown in (4), such as avoiding the computation of the reachability \(R\) which is as costly as computing the expected length or setting the penalization value \(\lambda\) to any arbitrary value. Instead, a score function \(V(p)\) is minimized.

\[
p^* = \arg\min_p [EL(p)] = \arg\min_p [R\alpha_p^T \cdot L_E + (1 - R)\lambda] = \arg\min_p [V(p)] \tag{4}
\]

Given a path \(p = (v_0, v_1, \ldots, v_n)\) from the initial vertex to the goal and knowledge about the state of the graph \(G\), the score \(V(v_0, v_1, \ldots, v_n|G)\) to minimize by equation (4) is defined as follows.

\[
V(v_0, v_1, \ldots, v_n|G) = P(v_0, v_1|V_1) + (1 - P(v_0, v_1))V_0
\]

\[
V_1 = L(v_0, v_1) + V(v_1, \ldots, v_n|G, P(v_0, v_1) = 1)
\]

\[
V_0 = \min_{p'} [V(p'|G, P(v_0, v_1) = 0)]
\]
$V_i$ represents the expected length of the path given that the first edge is traversable and then calls recursively to compute the score of the rest of the path with the knowledge that the first link is traversable ($P(V_0, V_1) = 1$). This line of recursion finishes when the goal is reached since the score at the goal is 0.

$$V(V_n, \ldots) = 0$$

$V_0$, instead, represents the expected length of the best alternative path $p'$ from $V_0$ to $V_n$ given that the first edge is not traversable ($P(V_0, V_1) = 0$). In this case, the recursion finds a dead end when the non-traversable edges block all the paths to the goal making it unreachable. The score for that situations is $V_0 = 0$ ($\lambda$ in the general case).

The implementation of the score $V$ of a path is shown in Algorithm 1.

**Algorithm 1 Score of a path with memoization**

```python
def score(path, graph):
    if (path, graph) in memo:
        return memo[(path, graph)]
    if size(path) == 1:
        return s
    else:
        u = path[0]
        v = path[1]
        goal = path[n]
        prob = P(u, v)
        len = L(u, v)
        open = g \cup P(u, v) = 1
        os = len + score(p[1:], open)
        closed = g \cup P(u, v) = 0
        cs = min_score(u, goal, closed)
        s = prob * os + (1-prob) * cs
    memo[(path, graph)] = s
    return s

def min_score(start, goal, graph):
    paths = all_paths(start, goal, graph)
    if size(paths) == 0:
        return \lambda
    return min(score(path, graph) for path in paths)
```

This solution implicitly explores, by recursion, the expanded graph mentioned above. However, there is no need to explore the whole expanded graph but only the nodes that are reachable from the initial conditions. Moreover, by keeping intermediate results (called *memoization* [26]) and bounds of the length of the final path, some pruning techniques can be applied to reduce the number of nodes expanded.

**Example.**

In Fig. 2a we show a toy example of the expected length of a path. There are two options to go from vertex A to vertex C: going directly or through vertex B. Depending on the value of the probability $P(B, C)$, the best path to reach C is different. There exists a traversable direct path $A \rightarrow C$ with a length of 30 units. However, if the edge BC is traversable, then there is a path to C through B with a length of 18 units. To know the state (open/closed) of the edge BC the node B must be first reached. The problem in moving to B first is that, in case the edge BC is not traversable, the formation has to go back to A to reach C, moving along the edge AB twice and thus making this path 32 units, thus longer than using directly the A → C path. Then, if the probability of BC being traversable is high enough ($P(B, C) > 0.727$), then it is worth moving first to vertex B because it is highly probable to find a path to C shorter than the direct path $A \rightarrow C$. Otherwise, if the edge BC is likely to be non-traversable, it is better to go directly to the goal. The graph in Fig. 2b shows the boundry point in the probability of being traversable for edge BC where the minimum expected length path changes. In Appendix A we present the developed computation of the EL of the two possible paths of this example.

It is proved that finding the minimum expected length path is an NP hard problem [23] and that the computational cost of the score algorithm grows exponentially with the number of vertices in the graph, as it considers every possible path and every possible knowledge of the graph. Also, graphs with high connectivity make the computation slower as the number of possible paths to evaluate grows. Then, in the following section, we propose a method to obtain a traversability map out of an a priori stochastic map which is simple enough to compute the expected length in a reasonable time while keeping the traversability information of the original map.

### 4. Global Traversability Map

To define the global traversability map we need a set of vertices and the corresponding edges among them with the corresponding length and traversability probability values. Let a stochastic feature-based representation (e.g., built by a SLAM algorithm), maybe partial and incomplete, either of the navigation area or of the local cooperative perception of the members of the robot formation, be represented by a set of geometric features $y_F = \{y_F_1, y_F_2, \ldots, y_F_n\}$ known wrt a certain reference frame (not superscripted for simplicity). We obtain a
A probabilistic graph by applying the sample-based technique presented in [27].

Fig. 3 shows an example of the application of this technique to obtain a traversability map from a feature-based stochastic map of an office-like environment. We also depict the collection of optimal paths for each of the map samples. Note the sharp edges at the bottom left part of the figure and blurred edges at the top right due to the greater uncertainty with respect to the base reference frame providing higher variability in the samples. The length and probability labels of the edges are detailed in section 6.1 with the results on global path planning.

5. Cooperative Replanning

In wide-opened and uncluttered environments once a global minimum expected length path for the robot leader is obtained, the robot followers would execute their paths, from origin $v_0$ to destination $v_n$, thanks to the links derived from the virtual spring-damper analogy of the robot formation and its commanded geometrical shape. However, in real settings frequent real-time replanning is mandatory to avoid unmapped or dynamic objects in the environment while flexibly and adaptively maintaining the formation structure. Therefore, local safe paths for the robot formation must be computed frequently based on their common understanding of the environment and a sufficiently precise localization of the robots.

5.1. Pose Tracking of the Robot Formation

From an EKF-based perspective, a prediction of the stochastic discrete-time robot formation joint state vector $x_{R_k}$ and its covariance matrix $P_{R_k}$ can be computed from the linearization of eq. (1) as,

$$x_{R_k|k-1} \approx J_{k-1} x_{R_{k-1}} + v_{k-1}$$

$$P_{R_k|k-1} \approx J_{k-1} P_{R_{k-1}} J_{k-1}^T + Q_{k-1}$$

(6)

where the block-diagonal matrix $J_{k-1}$ represents the Jacobian matrix of the linearized motion equations of the robot team, accurate for small rotations of the vehicles between time steps.

During navigation within the stochastic map, the robot formation obtains independent sets of observations from the environment at consecutive time instants, e.g., $E_{k-1}$ and $E_k$, that are matched against map features, e.g., $F_{k-1}$ and $F_k$ respectively, improving the estimated localization of the vehicles. Given that both $F_{k-1}$ and $F_k$ are subsets of features of the stochastic map, and therefore a cross-covariance term $P_{F_{k-1} F_k}$ links together the constraints on the robot formation localization at time instants $k-1$ and $k$, a colored measurement noise scheme should be considered, otherwise, as reported in the preliminary results of [10], the white-noise assumption would drive the estimation out of consistency. Following the seminal work of [28] and the current pract-
cal approaches [29, 30, 31, 32] regarding the extension of the EKF-algorithm to colored measurement noise settings, the measurement differencing technique, that provides an efficient and mathematically sound method to remove the time-correlated portion of the measurement errors is considered.

At time step $k$, robust data association provides the algorithm with a set of jointly consistent pairs $(y_{F_k}, y_{C_k})$ of map features and sensor observations related by a linearized measurement equation of the form,

$$z_k = H_k x_k + G_{T_k} y_{F_k}$$

(7)

where $x_k^T = (x_{IC_k}, y_{C_k})^T$ is an augmented state vector comprising the joint robot formation state and observations with $P_k = \text{blkdiag}(P_{R_k}, P_{C_k})$ its joint covariance matrix, and $H_k = (H_k^R, H_k^C)$ and $G_{T_k}$ are the Jacobian matrices of the linearized measurement equations with respect to the state vector $x_k$ and the matched features $y_{F_k}$ respectively.

The nature of the colored measurement noise driving eq. (7) is modeled by the linear transformation (also known as shaping or reduced-order filter) relating the two zero-mean jointly Gaussian random variables $y_{F_k}$ and $y_{F_k}$ (i.e., matched map features at time instants $k-1$ and $k$ respectively) formulated as,

$$y_{F_k} = \Phi_{C_k} y_{F_{k-1}} + n_k$$

(8)

where,

$$\Phi_{C_k} = P_{F_{k-1}F_k} P_{F_{k-1}}^{-1}$$

(9)

and $n_k$ is assumed to be a zero-mean white noise measurement sequence with covariance matrix,

$$P_{n_k} = P_{F_k} - P_{F_kF_{k-1}} P_{F_{k-1}}^{-1}$$

(10)

Thus, the measurement differencing technique obtains a whitened measurement equation from the weighted difference of colored measurement equations (in the form of eq. 7) at two consecutive time instants,

$$r_k = z_k - A_k z_{k-1} = H_k^T x_k + w_k$$

(11)

where matrix $A_k$ is chosen such that the $r_k$ is driven by the white-noise $w_k$ only (Appendix B).

Being the colored noise setting a singular problem within the framework of Kalman-Bucy theory [33], the well-known EKF-update equations provide estimates for the augmented state vector $x_k$ and its associated covariance matrix $P_k$ using the pseudo-measurement eq. (11). Fig. 4 illustrates the consistency improvement provided by the measurement differencing implementation of the EKF-update step with respect to its white-noise implementation for a simulated experiment, with known data association, where a three-robot triangular-shaped formation is commanded to navigate along a 100m. loop trajectory in a previously mapped environment. Note that in the non-linear filtering context, the consistency cannot be guaranteed due to the linearization errors, therefore, efforts in the literature are oriented to lessen this problem (e.g., confer [34, 21]) as is the purpose of the proposed algorithm in this paper. A deeper study on this consistency issue in the context of multi-robot EKF localization and how it is also affected by an increasing number of robots can be found in [35].

5.2. Cooperative Local Planning

The performance (e.g., precision, reliability and robustness) of the robot formation to complete the commanded task profits from the close cooperation among the different vehicles of the team, emphasizing the importance of a centralized approach (at least at selected synchronization time steps) to consistently and coherently joint the views of the different vehicles.

Of paramount importance is the availability of this jointly coherent understanding of the navigation environment, with wider and integrated fields of views, to increase the efficiency and optimality of the on-line replanning process. For example, as illustrated in the experimental section, the best available path towards the next waypoint may be hidden to the robot leader (due to its limited sensorial field of view) but visible to one
of the followers, thus profiting the performance of robot formation replanning.

Since the robots in the formation navigate nearby, a number of redundant observations of the environment are found within the augmented state vector $\mathbf{x}_k^r = (\mathbf{x}_{R_0}^r, \mathbf{y}_{E_i}^r)$ estimated by pose tracking in the previous section. Therefore, geometrical constraints arise between features observed by different robots. Let $\mathbf{y}_{E_i}^r$ and $\mathbf{y}_{E_j}^r$ be two observations of the same map feature from robot $R_i$ and $R_j$ respectively. We can formulate a zero constraint (i.e., expressing the fact that the distance between both observations must be zero) as in eq. (12), where $\oplus$ and $\ominus$ are the operators that represent the direct and inverse transformation between reference frames, respectively.

$$h(x_{E_i}^{r_i}, y_{E_j}^{r_j}) = \ominus y_{E_i}^{r_i} \ominus x_{R_i}^r \ominus x_{R_j}^r \ominus y_{E_j}^{r_j} = 0$$  \hspace{1cm} (12)

These statistically joint consistent matches, from the Mahalanobis distance perspective, subsequently constrain the augmented state vector $\mathbf{x}_k$ in an EKF-update step, where the linearization of eq. (12) is used, resulting in a reduced, reliable, lower-uncertainty set of integrated sensor observations $\mathbf{y}_{E_k}^r$, characterizing the common understanding of the formation environment but also including all the unmatched observations.

Subsequently, a local traversability map $\Gamma_{R_0}$ in the reference frame of the robot leader (thus leader-centric) obtained from the set of integrated observations $\mathbf{y}_{E_k}^r$ is required to compute a local path. The technique to obtain the traversability map proposed in section 4 cannot be applied in this case because the local traversability map presents a very simple topological structure which is not informative enough to be used by a local path planner.

Instead, we build the local traversability map out of this feature-based representation by projecting the features into a 2D regular lattice graph where the vertices are placed in the plane with a constant separation in both dimensions. Each vertex is connected only with its four immediate neighbors. Thus, the length of all the edges in the traversability map is constant $L(u,v) = \delta$, $\forall(u,v) \in E$. The probability, for each edge of the graph, of being traversable is computed as the probability that no feature is projected in the space between the two vertices connected.

$$P(u,v) = 1 - \text{Prob} \left( \bigcup_{n=1}^{N} y_{E_n}^{r} \text{ is projected between } u \text{ and } v \right)$$  \hspace{1cm} (13)

Real time constraints refrain from the exact computation of the probability values given by eq. (13) even for medium-scale environments. Thus, a sample-based method similar to the one used for building the global path is applied. However, instead of computing the best deterministic path for each sample of the stochastic set of observations $\mathbf{y}_{E_k}^r$, we accumulate all the samples into one graph. Then, for each edge, the probability of being traversable is defined as the proportion of samples in which the edge is not traversed by any feature. As example of this procedure, Fig. 5 shows the projection of two segments of a stochastic map.

![Figure 5: Sample traversability map obtained as the projection of a stochastic segment-based representation into a grid-based representation. The marginal probability density functions of two features (top and right) are shown together with the associated gray-scaled traversability values. The lighter the cell is, the higher the traversability probability between vertices. The marginal probability of finding an obstacle is also depicted at the top and the right side.](image)

As mentioned in section 3, computing the path of minimum EL requires a high computational effort that cannot be achieved at the required frequency for a traversability map like the grid obtained with the projection of the features. Instead, an $A^*$ path planning technique over the grid is applied to find the best path to the next waypoint. The cost function for the $A^*$ algorithm, the weighted length (WL), is computed so that it computes the very same best path that we would obtain using the minimum EL algorithm.

Thus, we define WL by weighting the length of the edges in the path $p$ with the coefficients $\hat{\alpha}_p$, which are an approximation of the coefficients $\alpha_p$ in equation (2).

$$WL(p) = \hat{\alpha}_p^T \cdot L_E$$  \hspace{1cm} (14)

$$\hat{\alpha}_p^{(u,v)} = \begin{cases} \frac{1}{T_{max}} & \text{if } (u,v) \in p \ \forall(u,v) \in E \\ 0 & \text{if } (u,v) \notin p \ \forall(u,v) \in E \end{cases}$$  \hspace{1cm} (15)

As we can see in equation (16), the minimum WL criterion is a valid substitute of the minimum EL method when the probabilities in the traversability map are either close to 0 or to 1. In the local traversability maps,
which are built from the features currently observed by the formation, the uncertainties are of the order of the sensor accuracy. In other words, the state of the edges is known with a high confidence level. This fact implies that, in eq. (5), one of the terms $P(v_0, v_1)$ or $1 - P(v_0, v_1)$ will be close to 0, simplifying the computation. If all the edges are very likely to be traversable, then the expected length and the weighted length of the path are close to the total length of the path. On the other hand, if it is very likely for an edge to be non-traversable $P(v_0, v_1) \sim 0$, then the EL of a path traversing this edge is, in fact, the length of an alternative path. In addition WL will tend to infinity as $P(v_0, v_1)$ tends to 1, the path $A \rightarrow B \rightarrow C$ presents the minimum expected length and weighted length. When the probability is not that close to 0 or 1, then the results obtained from the two different criteria might disagree.

$$p^* = \arg\min_p [EL(p)] = \arg\min_p [WL(p)] \quad (16)$$

if $P(u, w) \rightarrow 0$ or $P(u, w) \rightarrow 1$, $\forall (u, w) \in E$

To illustrate this assertion, Fig. 6 shows the comparison of the expected and the weighted lengths in the example graph presented in Fig. 2a. In this example, all the probabilities are set to 1.0 except for $P(B, C)$. The figure shows that for $P(B, C) < 0.1$, the preferred path is $A \rightarrow C$ using both criteria. When $P(B, C) > 0.727$, the path $A \rightarrow B \rightarrow C$ minimizes the EL and the WL. When the probability is not that close to 0 or 1, then the results obtained from the two different criteria might disagree.

In addition to the local planning, to allow the formation replanning the global path so as to give more reactivity to the formation, all the waypoints of the global path not yet visited are considered as potential goals for the local path planner. The formation selects the waypoint that is closer in terms of WL, allowing some of the waypoints not to be visited if there is a shortcut in the global path. As exploration is not desired during the mission, local path planning is not allowed to search for paths that traverses unobserved zones. Section 6 shows simulated and real situations where the formation uses replanning for shortcutting the global path.

![Figure 6: Expected length and weighted length for the two possible paths from vertex A to C in the example graph in Fig. 2a for different values of $P(B, C)$. Note that when the probability $P(B, C)$ is close to 0 the path $A \rightarrow C$ presents the minimum expected length and weighted length. On the other hand, when $P(B, C)$ tends to 1, the path $A \rightarrow B \rightarrow C$ minimizes the expected and the weighted lengths.](image)

In addition to the local planning, to allow the formation replanning the global path so as to give more reactivity to the formation, all the waypoints of the global path not yet visited are considered as potential goals for the local path planner. The formation selects the waypoint that is closer in terms of WL, allowing some of the waypoints not to be visited if there is a shortcut in the global path. As exploration is not desired during the mission, local path planning is not allowed to search for paths that traverses unobserved zones. Section 6 shows simulated and real situations where the formation uses replanning for shortcutting the global path.

![Figure 7: Overview of the hybrid centralized-distributed architecture of the reported integrated system. The schema depicts modules, relations and data flows, and execution threads (gray-shaded boxes). Data shared between different robots require the use of a communication protocol.](image)

### 5.3. Cooperative Navigation

Fig. 7 depicts the hybrid centralized-distributed architecture of our integrated system with indication of the different modules, data flows and execution threads. Centralized execution refers to the robot leader thread whilst distributed execution refers to the robot followers threads.

Additionally, Algorithm 2 presents the procedures executed by the robot leader and the robot followers. The `leaderNavigationStrategy` and `moveLeader` functions track the local safe path that minimizes WL (eq. 14) thanks to the control strategy described in section 2. Furthermore, functions `followerNavigationStrategy` and `moveFollower` compute, distributively, the motion command for each robot follower in the formation. These two functions are directly adapted from the strategy selection and the leader and follower strategies defined by [20]. Three different navigation strategies are defined depending on the elements surrounding, as shown in Figure 8.
The stability issues of the formation technique based on spring-damper analogy were addressed more deeply in previous papers, [20] and [22]. The set of navigation strategies guarantees that the formation converges to the stable configuration in open environments. The obstacles temporarily push the formation out of the desired shape, but the use of the correct strategy in each situation moves the robots back to their predefined position when the obstacles are avoided.

In very complex environments with cluttered obstacles, the robots switch to a single robot navigation strategy, relaxing the formation constraints to avoid any blocking situation. As soon as the complexity of the environment decreases, the formation constraints are recovered and the robots converges back to the desired configuration.

6. Experimental Results

In this section we report both simulated and real experiments obtained by a formation in the presence of sensing, localization and mapping uncertainties as described along the previous sections. We first illustrate, from a simulation-based perspective (Player-Stage simulation environment): (i) the computation of global and local optimal plans; (ii) the adaptability of the geometric structure of the robot formation to the dynamics of the environment; and (iii) the benefits of cooperative perception in replanning tasks. Then, in a real setting, we show the performance of the complete integration scheme in a navigation task commanded to a three-robot formation in an indoor scenario.

6.1. Global Path Planning

In this section, we will use the stochastic map of the office-like environment depicted in Fig. 3 to illustrate the procedure to compute the minimum expected length global path.

This map was constructed previously to the navigation execution and has been enriched with a topological probabilistic graph, using the technique proposed in section 4. Table 1 shows the corresponding lengths and probabilities of the edges in this traversability map.

In Table 2 we show the evaluation of a subset of the paths from the start (vertex 0) to the goal (vertex 5) using different methods. The TL column is the total length of the path assuming that all the edges are always traversable. The P column shows the probability for a path to be traversable. The fourth column shows the weighted distance WL of the path. This is the cost function used in the cooperative local replanning (see equation 14). Finally, the last column shows the evaluation of the paths according to their expected length computed using the algorithm in Fig. 1.

The shortest path is the path C (TL), however it is the path with lowest probability of success (P). On the
We run a traversability graph depicted in Fig. 3. The expected length path for this case took 4 minutes long planning. The use of different monte-carlo simulations with truncated different standard deviations up to 0.01 the best path (0, 11, 20, 9, 10, 5) as shown in Table 2. Thus, it is shown that changes in the estimation of the probabilities do not affect to the resulting minimum expected length path up to a reasonable limit.

### 6.2. Formation Adaptability

Fig. 9 shows a typical office-like indoor environment where a five-robot formation is commanded to navigate from an initial location (labeled Start) towards a final destination (labeled Goal). Thanks to the robot formation integrated control scheme, the robots compliantly maintained the user-defined geometric structure (pentagon-shape in this case) along the way.

Concerning computation time, finding the minimum expected length path for this case took 4 minutes long on a Intel Core™ i7-3770 computer, which is reasonable for an offline global path planning task.

Additionally, we have analyzed the sensitivity of the minimum EL path to variations in the probabilities of the edges computed using the method proposed in 4. We run different monte-carlo simulations with truncated normal distributions with mean the estimated probabilities shown in Table 1 and with different standard deviations. The use of different probability values changes the expected length of the paths. However, as shown in Table 3, with standard deviations up to 0.01 the best path remains the same as using their initial estimation. With larger values of $\sigma$, some replications result in a different best path (0, 1, 2, 3, 4, 5), which has an expected length very close to the optimal (0, 11, 12, 19, 20, 9, 10, 5) as shown in Table 2. Thus, it is shown that changes in the estimation of the probabilities do not affect to the contrary, the path G presents the highest probability of success but it is longest one. The minimum expected length path (EL) is the path E and, the path with minimum weighted length (WL), which is the approximation of the EL we use for local planning, is the path C. This is due to the fact that WL is not considering the real penalty of finding an alternative path in a graph which is not very dense and where the uncertainty of traversability is very high for some edges. So, the EL approach represents the adequate cost to be applied in global path planning.

The system computes the safest global path (in the traversability map associated to the navigation area) between the start and the goal locations that is dynamically updated by cooperative replanning thanks to the different observations of the individual vehicles. Note that vehicles align to traverse the different doors whilst they tend towards the commanded geometric shape in wide-open areas. It is also remarkable that, even with very narrow zones where robot have to wait for others to navigate through doors, the formation never gets stuck thanks to the use of the different navigation strategies.

### 6.3. Cooperative Replanning

Fig. 10 reports the behavior of the five-robot formation in an open-door event detected by one of the robot followers and transmitted to the robot leader thanks to the cooperative perception strategy reported above. Initially, the global path planning algorithm drives the robot formation from the initial location to the final location (Figs. 9 and 10a) through the way-point $x_{G1}$. Then, while navigating towards $x_{G1}$, a shortest path to the goal destination appears when the labeled door (Fig.

<table>
<thead>
<tr>
<th>Edge</th>
<th>P</th>
<th>L</th>
<th>Edge</th>
<th>P</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 1)</td>
<td>1.00</td>
<td>3.87</td>
<td>(9, 10)</td>
<td>0.97</td>
<td>3.82</td>
</tr>
<tr>
<td>(0, 6)</td>
<td>1.00</td>
<td>4.16</td>
<td>(9, 20)</td>
<td>1.00</td>
<td>6.48</td>
</tr>
<tr>
<td>(0, 11)</td>
<td>1.00</td>
<td>6.12</td>
<td>(9, 21)</td>
<td>1.00</td>
<td>4.77</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>0.46</td>
<td>4.14</td>
<td>(9, 22)</td>
<td>1.00</td>
<td>7.38</td>
</tr>
<tr>
<td>(2, 3)</td>
<td>1.00</td>
<td>3.89</td>
<td>(11, 12)</td>
<td>0.99</td>
<td>3.98</td>
</tr>
<tr>
<td>(3, 4)</td>
<td>0.57</td>
<td>4.49</td>
<td>(12, 13)</td>
<td>1.00</td>
<td>13.55</td>
</tr>
<tr>
<td>(3, 8)</td>
<td>1.00</td>
<td>4.73</td>
<td>(12, 19)</td>
<td>1.00</td>
<td>5.17</td>
</tr>
<tr>
<td>(3, 22)</td>
<td>1.00</td>
<td>2.77</td>
<td>(13, 14)</td>
<td>0.99</td>
<td>4.31</td>
</tr>
<tr>
<td>(4, 5)</td>
<td>1.00</td>
<td>3.51</td>
<td>(14, 15)</td>
<td>1.00</td>
<td>4.06</td>
</tr>
<tr>
<td>(4, 22)</td>
<td>0.57</td>
<td>4.20</td>
<td>(14, 21)</td>
<td>0.91</td>
<td>6.36</td>
</tr>
<tr>
<td>(5, 10)</td>
<td>1.00</td>
<td>2.97</td>
<td>(15, 16)</td>
<td>1.00</td>
<td>4.92</td>
</tr>
<tr>
<td>(5, 18)</td>
<td>1.00</td>
<td>9.03</td>
<td>(16, 17)</td>
<td>1.00</td>
<td>4.33</td>
</tr>
<tr>
<td>(5, 24)</td>
<td>1.00</td>
<td>12.71</td>
<td>(17, 18)</td>
<td>1.00</td>
<td>4.36</td>
</tr>
<tr>
<td>(6, 7)</td>
<td>0.53</td>
<td>4.69</td>
<td>(19, 20)</td>
<td>0.77</td>
<td>3.86</td>
</tr>
<tr>
<td>(7, 8)</td>
<td>1.00</td>
<td>6.05</td>
<td>(20, 22)</td>
<td>1.00</td>
<td>6.66</td>
</tr>
<tr>
<td>(7, 23)</td>
<td>1.00</td>
<td>6.44</td>
<td>(23, 24)</td>
<td>0.89</td>
<td>3.81</td>
</tr>
</tbody>
</table>

Figure 9: Five-robot formation adaptability to a simulated indoor environment. From the individual traces of the different vehicles we observed that they compliantly maintained the user-defined geometric structure (pentagon-shape in this case) whilst navigating through narrow and wide open spaces towards the commanded goal destination.
Table 2: Comparison of different criteria to choose the best global path.

<table>
<thead>
<tr>
<th>Path</th>
<th>TL</th>
<th>P</th>
<th>WL</th>
<th>EL</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: (0, 6, 7, 23, 24, 5)</td>
<td>31.82</td>
<td>0.47</td>
<td>37.45</td>
<td>43.60</td>
</tr>
<tr>
<td>B: (0, 6, 7, 8, 3, 4, 5)</td>
<td>27.64</td>
<td>0.30</td>
<td>36.18</td>
<td>44.32</td>
</tr>
<tr>
<td>C: (0, 1, 2, 3, 4, 5)</td>
<td><strong>19.90</strong></td>
<td>0.26</td>
<td><strong>29.15</strong></td>
<td>39.23</td>
</tr>
<tr>
<td>D: (0, 11, 12, 19, 20, 22, 4, 5)</td>
<td>33.52</td>
<td>0.43</td>
<td>38.88</td>
<td>45.92</td>
</tr>
<tr>
<td>E: (0, 11, 12, 19, 20, 9, 10, 5)</td>
<td>32.40</td>
<td>0.74</td>
<td>34.71</td>
<td><strong>38.97</strong></td>
</tr>
<tr>
<td>F: (0, 11, 12, 13, 14, 21, 9, 10, 5)</td>
<td>45.87</td>
<td>0.87</td>
<td>47.70</td>
<td>47.17</td>
</tr>
<tr>
<td>G: (0, 11, 12, 13, 14, 15, 16, 17, 18, 5)</td>
<td>54.67</td>
<td><strong>0.98</strong></td>
<td>55.75</td>
<td>54.61</td>
</tr>
</tbody>
</table>

Table 3: Sensitivity of the minimum expected length path for different standard deviations of the probabilities of the edges.

<table>
<thead>
<tr>
<th>Std. dev. (σ)</th>
<th>% unchanged best path</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>100%</td>
</tr>
<tr>
<td>0.025</td>
<td>99.9%</td>
</tr>
<tr>
<td>0.1</td>
<td>70.8%</td>
</tr>
<tr>
<td>0.25</td>
<td>53.6%</td>
</tr>
</tbody>
</table>

9) becomes wide open but, unfortunately, this event occurs outside the field of view of the robot leader. Nevertheless, cooperative replanning, thanks to the common understanding of the navigation area (Fig. 10b) allows the correction of the previously planned path profiting the robot formation from the short-cut to the goal.

Note that the replanning to the new waypoint is possible because the new path traverses observed zones.

A video with the complete execution of this simulation is available 1.

6.4. Localization consistency

Regarding the localization, we have measured the consistency of the algorithm proposed in section 5.1 in terms of the NEES which, compared to a chi-square distribution, provides a statistical test to assess the filter consistency. Fig. 11 shows the consistency ratio \( \frac{\text{NEES}}{\chi^2_{r-1-\alpha}} \) (\( r = \text{dim}(x_R) \) degrees of freedom with significance level \( \alpha = 0.05 \)). Most of the time, the consistency is under the required threshold. The maximum near \( t = 50 \) is produced by the fact that the formation is entering in a big room where their range-limited sensors are not able to find as many features as in other rooms in the scenario. Furthermore, at certain points during the execution of this simulation (see trajectory in Fig. 9) the formation has to reorganize itself to head to the next subgoal and to adapt its shape to the environment constraints, involving high rotations on the robots, which, as explained in Sec. 5.1, introduce high non-linear errors in the estimation affecting slightly and for short pe-

---

1http://webdiis.unizar.es/u/urcola/videos/5-robots.avi
periods the consistency. However, the algorithm is able to recover from this situation and the estimation remains consistent during the most part of the simulation.

![Figure 11: Consistency ratio NEES/\chi^2 obtained in the simulation using the measurement differencing based EKF implementation. Consistency is achieved when the ratio is \leq 1.](image)

6.5. Experiments in Real Scenarios

Through the real experiments we want to test the different aspects of the proposed system, such as cooperative localization and navigation of the robot formation and global path planning and cooperative replanning under uncertainty. However, it is not easy to find a challenging scenario to test all these aspects simultaneously. Instead, we make use of two different scenarios to: (i) test the global path planner given a stochastic map of a real environment and (ii) test the on-line performance of the proposed system and how the formation copes with changes in the environment. We have experimented with a three-robot Pioneer 3-AT formation equipped with on-wheel encoders and SICK LMS-200 laser rangefinders with a 180-deg field of view. Communication between the vehicles is achieved by a dedicated channel using a real time wireless multi-hop protocol [36], which includes communication queues to avoid synchronization failures.

The hybrid centralized-distributed implementation of the complete system reported computation times of the order of the laser scan cycle (approx. 4.5 Hz) where a maximum of 100 samples have been used to compute the traversability maps during cooperative replanning. Table 4 shows the divergence and consistency measurements for different number of samples. The values for 100 samples are clearly better than the ones obtained for 10 samples but the improvement in using 1000 samples is very small. Thus, using 100 samples seems to be a good compromise between acceptable approximation and computation costs.

Table 4: Results of the analysis of the sample size. KL-divergence is the median of the divergences measured in nats and consistency is the percentage of consistent sampling

<table>
<thead>
<tr>
<th>Samples</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL-divergence</td>
<td>46.51</td>
<td>34.71</td>
<td>33.65</td>
</tr>
<tr>
<td>Consistency</td>
<td>53.64</td>
<td>98.38</td>
<td>99.86</td>
</tr>
</tbody>
</table>

In the first experiment we test the global path planner in the medium-size office-like environment depicted in Fig. 12. Using the Monte Carlo technique explained in section 4 we extract the traversability graph from the stochastic map of the environment whose edges are labeled according to Table 5.

![Figure 12: Global path planning. The algorithm favors the longer but more probable path against the shortest path due to the high uncertainty area on the middle of the corridor (detail enlarged on the left of the figure).](image)

Table 5: Distances (m) and probabilities corresponding to the traversability graph of the real experiment depicted in Fig. 12.

<table>
<thead>
<tr>
<th>Edge(u, v)</th>
<th>P(u, v)</th>
<th>L(u, v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 1)</td>
<td>1.0</td>
<td>33.8</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>1.0</td>
<td>9.6</td>
</tr>
<tr>
<td>(2, 3)</td>
<td>1.0</td>
<td>29.3</td>
</tr>
<tr>
<td>(2, 5)</td>
<td>1.0</td>
<td>15.45</td>
</tr>
<tr>
<td>(3, 4)</td>
<td>1.0</td>
<td>39.3</td>
</tr>
<tr>
<td>(4, 7)</td>
<td>1.0</td>
<td>29.1</td>
</tr>
<tr>
<td>(5, 6)</td>
<td>0.1</td>
<td>3.1</td>
</tr>
<tr>
<td>(6, 7)</td>
<td>1.0</td>
<td>20.8</td>
</tr>
</tbody>
</table>

The global path planner have been executed to compute the minimum expected length path from the initial
location of the robot formation (vertex 0) towards the final destination (vertex 7). The algorithm selects the path (0, 1, 2, 3, 4, 7) as the one with minimum expected length (EL = 141.1 m) in contrast to the shorter but less probable path (0, 1, 2, 5, 6, 7) with an expected length of 163.075 m. This shorter path passes through an area with high risk of being non traversable (see partial map enlarged on the left of the figure) due to the presence of clutter in the corridor. The probability of this area being traversable is encoded in Edge(5, 6). The boundary point for this value is \( P(5, 6) = 0.346 \). If it were higher, the shortest path would have been chosen.

Global replanning. In case the selected path is found non-traversable, i.e., the box is actually blocking the corridor, the formation must replan a new global path to the goal. Using the information computed during the initial path planning, which is kept thanks to memoization, the formation can select the optimal path with the current state of knowledge (the corridor with the box is non-traversable).

In the second experiment, we address the problem of the cooperative localization, perception, navigation and replanning in a changing environment. As illustrated in Fig. 13 and Fig. 14, a three-robot triangular-shaped formation is commanded to navigate from \( x_{G1} \) towards \( x_{G5} \). During the map building process, the door labeled in the figure was closed and this has been reflected in the a priori stochastic map provided to the formation. Consequently, the global planner computes a path from \( x_{G1} \) towards \( x_{G5} \) via the sequence of ordered waypoints shown in the figure.

During the mission execution, this door, outside of the robot leader’s field of view, is opened and observed by the robot followers, therefore the reported cooperative strategy replans the path towards the goal destination (dashed blue line) skipping the waypoints \( x_{G3} \) and \( x_{G4} \). This video \(^2\) shows the complete execution of the mission in which the real-time capabilities of the formation and the adaptability of the formation to the new scenario are demonstrated.

7. Conclusions

This paper has reported an tightly integrated real-time system for robot formations in the presence of sensing, localization and mapping uncertainties. A expected length of global paths for the robot leader is minimized, which considers the probability of choosing a way in which the robots have to come back in the event of finding non traversable zones whilst navigating, leading to longer paths. The selected way is tracked by the formation thanks to a cooperative sensor-based replanning technique that dynamically adapts the robot formation structure to the complexity or changes of the environ-

\(^2\) http://webdiis.unizar.es/u/urcola/videos/ada-byron.avi
ment whilst avoiding obstacles. Accurate pose tracking of the robot formation has been achieved by a mathematically sound strategy that paired sensor observations with map features building consistent maps derived from a previously known stochastic model of the navigation area. Experimental results, both in simulation and in realistic medium-size office-like settings, have illustrated the performance of the described approach by using a hybrid, centralized-distributed, architecture with wireless communication capabilities achieving a 4.5 Hz cycle-time for a three-robot triangular-shaped formation.

As future work, a deeper analysis of the minimum expected length algorithm would improve its performance, which grows exponentially with the number of edges in the graph. Its potential extension to other scenarios in which the density of obstacles or people can change depending on the time or along the days (i.e., traffic flows, hospitals, offices...) is also being considered, where the expected length will depend on that density. Future work should search for further distributed approaches, thus reducing the frequency of synchronization among the vehicles and increasing the modularity of the system, but maintaining the accuracy and real-time decision making capabilities of the reported hybrid approach. Also, occasional interruptions in the communications between the robot followers and the robot leader should be considered together with the mathematical sound treatment of out-of-sequence interactions.

Finally, regarding formation control, it would be interesting as well to let the robots change the role inside the formation so as to minimize the forced maneuvers when sudden changes of goals occur.
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Appendix A. Developed example for expected length computation

In Fig. A.15, we develop the score computation of the two alternative paths in the toy example shown in Fig. 2a using Algorithm 1.

Appendix B. Derivation of the pseudo-measurement equation for pose tracking

To avoid time latency, we rearrange eq. (6) following [31] as,

$$x_{k-1} = J_{k-1}^{-1}x_{k-1} - J_{k-1}^{-1}v_{k-1} \quad (B.1)$$

Substituting eqs. (7), (8) and (B.1) into eq. (11) we obtain,

$$r_k = H_k^T x_k + w_k \quad (B.2)$$

where

$$H_k^T = \left( \begin{array}{cc} H_{k-1} - A_k H_{k-1} F_{k-1}^{-1} & H_{k-1} \end{array} \right) \quad (B.3)$$

and the white noise sequence $w_k$, with covariance matrix $P_{w_k}$, is given by,

$$w_k = A_k H_{k-1} F_{k-1}^{-1} v_{k-1} - A_k H_{k-1} y_{k-1} + G_{k-1} n_k \quad (B.4)$$

and

$$A_k = G_k F_k G_{k-1}^T (G_{k-1} G_{k-1}^T )^{-1} \quad (B.5)$$

which cancels out the dependency of $r_k$ on $y_{k-1}$ (see [28] for the original derivation).

Then, the EKF update equations provide estimates for the augmented state vector $x_k$ and its associated covariance matrix $P_k$ in the colored noise setting using the filter gain given by,

$$K_k = P_{k|k-1}^{-1} F_{k-1}^T (H_k^{T} P_{k|k-1} H_k + P_{w_k} + H_k^{T} C_k + C_k^T H_k^T )^{-1} \quad (B.6)$$

with $P_{k|k-1}$ the predicted covariance matrix,

$$P_{k|k-1} = \text{blkdiag} \left( F_{k-1} P_{k-1} F_{k-1}^T + Q_{k-1}, P_{k-1} \right)$$

and $C_k$, the correlation term between $v_{k-1}$ and $w_k$ due to the constraint imposed by eq. (B.4), completed with zeros to fit the dimensions of $H_k^T$.

$$C_k = E[v_{k-1} w_k^T] = Q_{k-1} (A_k H_{k-1} F_{k-1}^{-1})^T$$


\[ V(A \rightarrow C) = P(A, C)(L(A, C) + V(C|AC)) + (1 - P(A, C))V(A \rightarrow B \rightarrow C|AC) = 30 \]

\[ V(A \rightarrow B \rightarrow C) = P(A, B)(L(A, B) + V(B \rightarrow C|AB)) + (1 - P(A, B))V(A \rightarrow C|AB) \]

\[ = 16 + P(B, C)(L(B, C) + V(C|AB, BC)) + (1 - P(B, C))V(B \rightarrow A \rightarrow C|AB, BC) \]

\[ = 16 + 2P(B, C) + (1 - P(B, C))(L(B, A) + V(A \rightarrow C|AB, BC)) \]

\[ = 16 + 2P(B, C) + (1 - P(B, C))(16 + P(A, C)(L(A, C) + V(C|AB, BC, AC)) + (1 - P(A, C))I) \]

\[ = 16 + 2P(B, C) + (1 - P(B, C))(16 + 30) = 62 - 44P(B, C) \]

Figure A.15: Score computation of the two alternative paths in the toy example shown in Fig. 2a. The notation \(XY\) means that the edge \((X, Y)\) is known to be traversable while \(XY\) means that the edge is non-traversable. Figure 2b shows the graph of the scores of the two alternatives depending on the probability \(P(B, C)\).


