Efficient Long-term Mapping in Dynamic Environments

María T. Lázaro, Roberto Capobianco and Giorgio Grisetti

Abstract—As autonomous robots are increasingly being introduced in real-world environments operating for long periods of time, the difficulties of long-term mapping are attracting the attention of the robotics research community. This paper proposes a full SLAM system capable of handling the dynamics of the environment across a single or multiple mapping sessions.

Using the pose graph SLAM paradigm, the system works on local maps in the form of 2D point cloud data which are updated over time to store the most up-to-date state of the environment. The core of our system is an efficient ICP-based alignment and merging procedure working on the clouds that copes with non-static entities of the environment. Furthermore, the system retains the graph complexity by removing out-dated nodes upon robust inter- and intra-session loop closure detections while graph coherency is preserved by using condensed measurements. Experiments conducted with real data from long-term SLAM datasets demonstrate the efficiency, accuracy and effectiveness of our system in the management of the mapping problem during long-term robot operation.

I. INTRODUCTION

In the last years, robots have been progressively introduced in public environments where space is shared with humans, such as shopping centers [1], airports [2], elder care homes [3], hospitals or museums. In order to navigate autonomously these environments, robots require a map of the building in which they have to operate. This map is usually obtained before the deployment of the robots by using Simultaneous Localization and Mapping (SLAM) techniques, for which reliable implementations are publicly available [4], [5], [6].

Typically, mapping public environments presents several challenges. First, despite the risk of introducing artifacts in the final map, data acquisition can rarely be executed in the absence of people. This constitutes a highly dynamic situation that makes the environment non-stationary, and must be handled by the SLAM system within the active mapping session. Second, even when a proper data acquisition is realized (e.g., with the building closed to the public), the obtained map might not be usable after few days, due to substantial changes in the environment (e.g., moved stands, new decorations for special events, etc). Nevertheless, after a reconfiguration, the map might be still valid for some time. Hence, we refer to this sort of environments – affected by low dynamics – as semi-static. The changes in semi-static environments might affect the topology of the environment and substantially influence its local appearance, thus invalidating portions of the previously acquired map that have to be estimated from scratch.

Although dealing with dynamic and semi-static environments in a life-long mapping process is one of the goals of mobile robotics, typical solutions are impractical since they require to acquire a completely new map of the whole environment whenever a semi-static change occurs. Conversely, it would be sufficient to update only the portion of the map that changed.

Most of the latest successful solutions to the SLAM problem are based on a pose graph representation whose nodes store discretized positions along the robot trajectory and edges encode relations between nodes. Using this representation, the SLAM problem simplifies to the resolution of an optimization problem whose complexity depends directly on the number of nodes present in the graph.

When considering this problem from a life-long perspective, a robot navigating continuously the environment will produce a limitless addition of nodes, making the optimization problem intractable. Directly related with the number of nodes is also the problem of loop closure detection. The unbounded addition of nodes will increase the dimension of the search for possible candidates and, with it, the possible inclusion of false positives. Furthermore, inconsistencies between the current state of the environment and what is present in the map due to the changing environment can lead to mislocalization or navigation errors.

Therefore, there are two main aspects to be considered in order to ensure the correct operation of a SLAM system in a long-term horizon: the maintenance of a constrained dimension of its inherent optimization problem and an efficient management of the changes that happen over time.

This paper presents a full SLAM system focused on the management of long-term situations capable of handling both highly dynamic situations within a mapping session and map updates within multiple sessions to cope with low dynamics. Our system estimates a map as a pose graph whose nodes contain local maps which allows to maintain a sparser graph representation. Local maps store the appearance information in the form of 2D point clouds while spatial relations between adjacent local maps are encoded as a graph edges. The use of point clouds offers higher definition and are less memory demanding than other data structures such as grids which can only represent the environment up to a certain resolution to maintain performance constraints. The core of our system is the use of an effective ICP-based point cloud alignment and merging procedure that allows to update the content of the local maps to preserve the most up-to-date information about the environment. Graph complexity
is retained bounded by removing nodes containing out-dated information, while the graph coherency is preserved by compressing prior knowledge through condensed measurements [7]. Map information obtained over different sessions is managed by the same graph structure obtaining a balance between simplicity and effectiveness in determining both intra- and inter-session loop closures.

We release our system as open source1 which provides ROS compatibility and visualization tools.

II. RELATED WORK

The problem of the dimensionality in SLAM is well known and a variety of techniques have been proposed over the years to overcome such issue. Solutions range from those studying the structure of the optimization problem [8], [9] to those based on graph reduction methods [10], [11].

In [12], a framework for multi-session map optimization is proposed, where several independently optimized pose-graphs acquired at different sessions are combined by using anchor nodes. While graph reduction methods are normally batch algorithms executed off-line (i.e., using as input an already constructed graph), their on-line application is not straightforward. The SLAM system proposed in [13] achieves long-term operation by using a reduced graph which retains bounded complexity over time proportional to the explored environment and not the total distance traveled. New nodes are added only if there are not previous nodes nearby, while new information from loop closures is incorporated as new edges between existing poses. However, the system does not update the sensor data contained in the nodes to consider the dynamic changes of the environment.

Regarding the works considering the non-static nature of the environment, the tendency is to maintain parallel maps, one for short-term periods characterized by high dynamics and another one for long-term periods capturing more stationary structures. Early works [14], [15] used a grid-based map representation to that end while Biber and Duckett [16] extended this perspective by maintaining not just two short- and long-term maps but by tracking and updating the state of the environment at multiple timescales. Also based on grid-based mapping [4], is the recent work by Krajnik et al. [17]. Their system builds a new map for each run, while consistency between sessions is achieved by using localization with respect the previous model as odometry measurements for the current session. Maps are integrated into a spatio-temporal model capturing the persistence and periodicity of the environment that allows to predict the future state of the environment with proven usefulness for navigation and path planning purposes.

In a more recent graph-based approach [18], Labbé and Michaud organize graph nodes in Short-term, Long-term and Working memories. Nodes are moved from one type of memory to another as they are required as in a cache mechanism. Also based on graph-based representation, Walcott-Bryant et al. [19] proposed a “Dynamic Pose Graph (DPG)” focused on managing low dynamics. Their work focuses on modeling the sensor data, where laser points are labeled as static, added or removed which allows to keep an active (current state) and dynamic maps, containing added or removed points. Changes are detected by projecting current and previous scans into grid maps and comparing their coverage. They also detect inactive nodes that are removed from the DPG to maintain a bounded graph complexity.

III. SYSTEM OVERVIEW

In this section, we describe our SLAM system together with the specific methods proposed to handle with long-term mapping in dynamic environments.

Figure 1 illustrates our system architecture. In essence, our system relies on the pose graph paradigm, but we enhance the front-end aspect of a standard graph SLAM system by allowing previous nodes to be modified and by dynamically re-estimating the graph topology to include the most up-to-date information while preventing the problem size to grow without limit. Nodes in the graph contain local maps in the form of 2D point clouds extended with structure and robot trajectory information, while edges in the graph encode spatial relations between the local maps.

The system is organized in three components as depicted in Fig. 1. The first component is a pose tracker and a local mapper that reconstructs the local area of the robot by registering and combining the acquired laser scans, seen as 2D point clouds. The registration process relies on a fast and accurate cloud alignment algorithm based on NICP [20] that exploits the structure of the environment by introducing surface normals in the minimization problem. Once two clouds are aligned, we perform a cloud merging procedure manage highly dynamic entities of the environment, such as traces left by people moving in the surroundings. This results in cleaner local maps with reduced spurious information.

The second component contains the main pipeline of our SLAM system, which addresses the graph construction (front-end) and on-line graph optimization (back-end) aspects of a standard graph SLAM system.

The third component executes the different mechanisms proposed for long-term map maintenance and update with the

1https://gitlab.com/srg-software/srg_mapper2d
most current information about the environment considering, therefore, dynamics between multiple mapping sessions.

A. Local Mapper

In this work, we use a variant of the NICP algorithm introduced by Serafin et al. [20] to perform 2D point cloud registration. To this end, we define a 2D point cloud \( \mathcal{P} = \{ \bar{p}_{1:N} \} \) as a set of extended points \( \bar{p} \) composed of a point \( p = (p_x, p_y)^T \) and its normal \( n = (n_x, n_y)^T \). In computing such normal, we consider the neighborhood \( D_i \) of each point \( p_i \) and compute the covariance matrix of the Gaussian distribution \( \mathcal{N}(\mu_i, \Sigma_i) \) of the points lying in \( D_i \), and set \( n_i \) to be the eigenvector corresponding to the smallest eigenvalue of the covariance matrix \( \Sigma_i \).

Given an extended point \( \bar{p} \) we can apply the composition operator \( \oplus \) to transform the extended point by using a transformation matrix \( T \) composed of a rotation \( R \) and a translation vector \( t \) as

\[
\bar{p} = (p, n)^T \quad T \oplus \bar{p} = (Rp + t, Rn)
\]

Furthermore, we define a projection function \( s = \pi(p) \) that maps a Cartesian point \( p \) to range and bearing space \( s = (r, \alpha) \), i.e., the laser measurement space. Accordingly, we can define a back-projection function \( \bar{p} = \pi^{-1}(s) \) that enables us to retrieve the two-dimensional Cartesian point \( p \) from \( s \). By using this function, we can represent a laser scan as a cloud of extended points obtained by back-projecting the set of measurements \( \{s_{1:N}\} \) to a set of points \( \{p_{1:N}\} \) in the Cartesian space and by computing, for each \( p_i \), the corresponding point normal \( n_i \).

1) Cloud registration: Given two extended point clouds \( \mathcal{P}^r = \{ \bar{p}^r_{1:N_r} \} \) and \( \mathcal{P}^e = \{ \bar{p}^e_{1:N_e} \} \), we use a set \( C = \{(i,j)_{1:M}\} \) of correspondences between extended points \( \bar{p}^r_i \) and \( \bar{p}^e_j \), to compute the transformation matrix \( T^* \) that minimizes the distance between corresponding points, expressed as the following least squares objective function:

\[
T^* = \arg\min_T \sum_C \sqrt{(T \oplus \bar{p}^r_i - \bar{p}^e_j)^T \Omega_{i,j}(T \oplus \bar{p}^r_i - \bar{p}^e_j)}.
\]

where, \( \Omega_{i,j} = diag(\Omega^p_{i,j}, \Omega^n_{i,j}) \) is an information matrix that takes into account the noise properties of the sensor and summarizes the contributions of the information \( \Omega^p_{i,j} \) and \( \Omega^n_{i,j} \), respectively coming from the point and normal correspondences. Finally, in order to obtain the transformation \( T^* \), we solve Eq. 2 iteratively by using a damped version of the Gauss-Newton algorithm. During optimization we use the robot odometry \( T_0 \) both as initial guess and as prior. In this way we restrict the solution returned by the solver to lie in the confidence ellipsoid of the odometry estimate.

To find the set of correspondences \( C \), the relative transform \( T \) is used to observe \( \mathcal{P}^e \) from the origin of the reference cloud \( \mathcal{P}^r \). This step enables the use of the projection function on the two clouds to obtain measurements in laser space from the same point of view (Fig. 2). By discretizing the angular values of these measurements in \( K \) bins, the extended points \( \bar{p}^r_k \) and \( \bar{p}^e_k \) – whose components \( p^r_k \) and \( p^e_k \) are back-projected from the \( k \)th bin – are considered as candidate correspondences \( (i, j)_k \). Such candidates are discarded if the Euclidean distance between the 2D points is greater than a threshold \( \epsilon_d \) or if the angle between the normals is greater than a threshold \( \epsilon_n \), as shown in Eq. 3.

\[
T \oplus \bar{p}^r_k - \bar{p}^e_k > \epsilon_d \quad (T \oplus \bar{n}^r_k) \cdot \bar{n}^e_k < \epsilon_n.
\]

The search for correspondences is repeated on each iteration of the optimization process using the current solution for \( T \).

2) Local Map Maintenance: The application of the described alignment procedure to subsequent sensor measurements allows to create locally consistent maps by accumulating the aligned data. However, its execution time grows with the number of points and, therefore, we need to limit the number of points as new scans are added to the cloud to preserve real time performance. At the same time, we want to reject out-dated information that would clutter the local map (e.g., moving people). In order to handle these issues we introduce a cloud merging process that limits the number of points in a cloud while denoising them and that handles dynamics by exploiting free space information.

During this phase, similarly to the correspondence finding process, we use the relative transform \( T \) between \( \mathcal{P}^r \) and \( \mathcal{P}^e \) to align the point of view of the two clouds and apply the projection function \( \pi \). All the obtained measurements are then discretized and indexed according to their angular values, and for each equally indexed pair of measurements \( s^r_i = \pi(p^r_i) \) and \( s^e_j = \pi(p^e_j) \) the following operations – illustrated on Fig. 3 – are performed:

- if \( r_i^e >> r_i^r \), the new beam crosses an existing element of the reference cloud, which is hence replaced with the corresponding transformed point in the current cloud;
- if \( r_i^e >> r_i^r \), the new beam stops much ahead of the point in the reference cloud and it is added to the reference model, as it might be due to a new object entering in the scene;
- otherwise, \( p^r_i \) and \( p^e_j \) are merged into a new point \( \bar{p} \) as follows:

\[
\bar{p} = \frac{p^r_i \sigma^r_i + p^e_j \sigma^e_j}{\sigma^r_i + \sigma^e_j}, \quad \sigma^r_i = \frac{1}{r_i^r}, \quad \sigma^e_j = \frac{1}{r_i^e}
\]

The goal of this module is to produce local maps that will be used by graph SLAM as nodes. The origin within a
local map is selected to be the current pose of the robot in the trajectory. Using local maps instead of raw scans to construct the graph results in much smaller graphs, at the cost of losing valuable information that is retained in the trajectory. This might ultimately lead to the inability to modify or “deform” a local map. As a trade-off we still preserve the information about the robot trajectory within the local maps. To this end, we store in the local maps a discretized set of trajectory’s waypoints expressed with respect to the origin of the local map. These waypoints represent vantage points from where we can render scans to produce other data like, for example, occupancy grid maps. More in detail, we store the relative transformation \( x_{i,k} \) with respect to the current node position \( x_k \) for each waypoint \( x_{i,k}, i = \{1, ..., m\} \) belonging to the discretized portion of the trajectory between nodes \( x_k \) and \( x_{k-1} \). This is illustrated on Fig. 4.

**B. Graph SLAM**

Our system uses as a basis a pose-graph for map representation. This graph is composed of nodes containing robot positions and edges encoding spatial relations between the nodes. More formally, let us denote as \( x = (x_1, ..., x_n)^T \) the set of nodes representing the robot trajectory and \( z_{ij} \) as the measurement encoded in an edge connecting two nodes \( x_i \) and \( x_j \), affected by Gaussian noise with information matrix \( \mathbf{K}_{ij} \). Let also be \( h(x_i, x_j) \) the function that computes the relative relation between the nodes \( x_i \) and \( x_j \) given their current state. The estimation error \( e_{ij} \) given the measurement \( z_{ij} \) can be calculated as:

\[
e_{ij} = z_{ij} - h(x_i, x_j)
\]  

The solution of a graph-based SLAM approach minimizes the overall error to obtain a configuration of the nodes \( x^* \) that better explain the set of measurements:

\[
x^* = \arg\min_x \sum_{i,j} e_{ij}^T \mathbf{K}_{ij} e_{ij}
\]

The above Eq. 6 represents the SLAM problem as a Least-Squares optimization problem that can be solved using iterative methods like Gauss-Newton or Levenberg-Marquardt. Our system uses the effective implementation of Levenberg-Marquardt algorithm offered by the \( \mathbf{g}^2 \mathbf{o} \) [8] framework for graph optimization. Further insights on the resolution of the graph SLAM problem can be found on [21].

Each iteration of the above-mentioned methods implies solving a linear system whose complexity directly depends on the number of nodes in the graph. Our 2D cloud data structure allows us to efficiently address this issue by introducing new nodes into the graph only when a new local map is provided by the local mapper. This allows to sparsify the graph in the number of nodes and, therefore, reducing the dimension of the problem.

Our graph-SLAM pipeline continues as follows: each time a new node together with a 2D cloud is introduced into the graph we select a set of vertices lying within the Mahalanobis distance threshold of the current node. Then, we cluster these selected nodes into sets of connected nodes and choose the closest node of each set as a potential candidate in the search for loop closures. The same ICP-based algorithm explained in Section III-A is used to determine the alignment among the current cloud and those from the candidate nodes using the relative transformation between both nodes as initial guess. Each successful alignment can be translated into an edge which is introduced into a pool of candidate loop closure edges. Once a set of closure candidates have been obtained we use the voting scheme for robust map alignment presented in [22] to obtain the largest subset of inlier edges that minimizes the error introduced by the selected closures, which are finally added into the graph.

**C. Long-Term Graph Maintenance**

As introduced previously, the amount of data and the map structure to be stored and maintained in long-term mapping increases at each session. This makes necessary to implement maintenance procedures to retain the efficiency of the system and its consistency with the most up-to-date state of the environment.

In essence, our approach for graph maintenance consists in the fusion of local maps which have been determined to belong to the same area of the environment. Once the fusion has taken place, old nodes containing the out-dated local maps are removed. This causes a change on the graph
topology that must be handled to preserve the distribution over the poses before the node suppression.

Intuitively, we could state that two local maps share a portion of the environment if they form a loop closure. Therefore, our system attempts to merge local maps whenever a loop closure occurs. The goal is to obtain an updated and refined version of the part of the environment involved in the closure. Notice that loop closures relate nodes spatially close but distant in time, without distinguishing between different mapping sessions. Using reliable loop closures to trigger a local map merging procedure ensures the correct alignment of the resulting topology.

In summary, we must handle two issues: first, the 2D clouds must be merged and then, we must preserve a distribution over the poses at the optimum non-overconfident compared to the distribution over the poses before node suppression. At the same time, this distribution should include most of the information that is lost during the suppression process. We call this property coherence of the graph.

For the former, we use an extension of the cloud merging algorithm explained in Sec. III-A.2. The oldest and the newest clouds are identified given their timestamps. Then, using the oldest cloud as a reference, and taking into account the good initial alignment given by the closure, we perform a sequential refinement of the newest cloud onto the oldest. To this end, the waypoints of the newest cloud are used to generate virtual scans from such positions which are registered with respect to the oldest cloud to correct possible misalignments and finally merged to obtain a further refinement. The result of this procedure is illustrated in Fig. 5.

Once two local maps have been merged, the graph structure must also be updated to preserve its coherence. The exact procedure to apply when eliminating a node from a graph is to perform a full marginalization which creates a clique with all the neighbors of the suppressed node. Over time this would lessen the sparsity of the graph and negatively impact the performances of graph optimization, and therefore, it is not convenient for long-term mapping.

Instead, we use a robust approximation to marginalization based on condensed measurements [7] to maintain the graph coherency. The process is exemplified in Fig. 6. The oldest node belonging to the loop closure is removed from the graph while the remaining node is connected to the neighboring nodes by using a star-like topology. The remaining node is chosen as central node (referred as the gauge in [7]) which is connected to the neighbors by edges labeled with the condensed measurements which allow to retain the information that the gauge node has about the other nodes in the graph. We refer to [7] for details in the computation of these measurements.

IV. EXPERIMENTS

In this section we present a quantitative and qualitative performance evaluation of our SLAM system. To this end, we use well-known multi-session and long-term SLAM datasets: the MIT Stata Center dataset2 [23], which also includes ground-truth position estimates for accuracy analysis, and the Long-term indoor dataset3 part of the LCAS-STRANDS long-term dataset collection [17].

A. High dynamics on long-term scenario

The first experiment is performed using the LCAS-STRANDS long-term dataset in which a robot was deployed in a care home for more than 100 days. This is a highly dynamic scenario for which we want to show the capability of our system to remove non-static obstacles during the local maps creation. Concretely, we use the data collected on Nov 21th, 2016, where the robot moved along 2km for 10 hours. We pre-processed the 10 hours-duration logs to skip laser scans when the robot was not moving in the environment. Our system takes around 4 minutes on a Intel(R) Core(TM) i7-6700 CPU@3.40GHz to process the resulting log. Figure 7 shows the map created for the care home facility. In this figure, the graph containing the local maps created using our local map maintenance mechanism for managing dynamic entities is confronted with respect to a version on which we project the original laser scan for each waypoint contained in the cloud. We can visually demonstrate the improvement in the map definition and removal of non-static obstacles.

B. Multi-session mapping with MIT Stata Center dataset

The second set of experiments are conducted over 5 different mapping sessions on the 2nd floor at MIT Stata Center, for which ground-truth about the robot trajectory is

2http://projects.csail.mit.edu/stata/index.php
3https://lcas.lincoln.ac.uk/owncloud/shared/datasets/index.html
Fig. 7: Pruning highly dynamic obstacles with local map maintenance. a) Created graph and local maps in which removal of dynamic entities is considered. b) Original laser scans projected on the computed graph poses. c) and d) Zoom on areas with high transit of people.

TABLE I: MIT Stata Center dataset summary

<table>
<thead>
<tr>
<th>Session #</th>
<th>Bagfile</th>
<th>Distance (m)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>2012-01-18-09-09-07</td>
<td>683</td>
<td>36</td>
</tr>
<tr>
<td>s2</td>
<td>2012-01-25-12-14-25</td>
<td>348</td>
<td>20</td>
</tr>
<tr>
<td>s3</td>
<td>2012-01-25-12-33-29</td>
<td>239</td>
<td>14</td>
</tr>
<tr>
<td>s4</td>
<td>2012-01-28-11-12-01</td>
<td>635</td>
<td>36</td>
</tr>
<tr>
<td>s5</td>
<td>2012-02-02-10-44-08</td>
<td>1003</td>
<td>52</td>
</tr>
</tbody>
</table>

The concrete bagfiles – ROS-based logging file format – used in these experiments are summarized in Tab. I.

Over the different sessions, we measure the complexity of the generated graphs (i.e., number of nodes and edges), efficiency of our system in terms of graph optimization time and map accuracy based on the ground-truth. For accuracy evaluation we use the approach described in [24]: given the ground-truth poses associated to each laser scan we create a set of ground-truth edges relating nearby poses. The $\chi^2$ error of these virtual edges can be computed when evaluated on the estimated poses. As a measure of accuracy we use the mean $\chi^2$ error per edge.

Regarding the map construction, the same set of parameters are used along all the experiments reported in this section. The use of local maps allows to sparsify the nodes in the graph. Concretely, we add new nodes every 2.5m translation or 1 rad rotation of the robot for these experiments.

Table II reports complexity and accuracy for the single-session runs of the reported datasets. During the execution, local map maintenance reported in Sec. III-A was applied to remove highly dynamic obstacles while the merging procedure reported in Sec. III-C for long-term graph maintenance was not enabled. This provides already a high quality result, as can be seen on Fig. 9 and on the numbers reported on the Table. We consider these results as a baseline for the ongoing comparison.

TABLE II: Single session performance of our SLAM system

<table>
<thead>
<tr>
<th>Session #</th>
<th>Nodes</th>
<th>Edges</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>340</td>
<td>627</td>
<td>0.10634</td>
</tr>
<tr>
<td>s2</td>
<td>189</td>
<td>335</td>
<td>0.26230</td>
</tr>
<tr>
<td>s3</td>
<td>128</td>
<td>213</td>
<td>0.20490</td>
</tr>
<tr>
<td>s4</td>
<td>328</td>
<td>600</td>
<td>0.08326</td>
</tr>
<tr>
<td>s5</td>
<td>496</td>
<td>929</td>
<td>0.83637</td>
</tr>
</tbody>
</table>

The second stage of this multi-session experiment consists of progressively accumulating data over sessions, i.e., for each mapping session we use as input the graph obtained in the preceding session. Initial localization of the robot with respect to the previous map is considered to be given by the user or assumed that the robot always starts a new mapping session from the same location (e.g., a docking station). Global localization of the robot is a well-studied problem by the SLAM community and it is not the focus of this paper.

We enable now the long-term map maintenance procedure that combines clouds and nodes in the graph when a loop closure takes place. Results obtained over the different sessions are reported in Tab. III and Fig. 10. We report accuracy of each mapping session (i.e., measuring error of the newly added nodes) given that we are using map information from previous sessions. Notice that with the graph maintenance procedure we already achieve a node reduction of the $\sim 50\%$ on session $s1$ while preserving accuracy (it actually improves slightly). Interestingly, the accuracy of the last session $s5$ – which was the last accurate on Tab. II – is greatly improved when using the previous map information. In general, we could confirm from these results that map accuracy is not traded-off with our long-term map management mechanisms.

Finally, we report on Fig. 8 the evolution of the graph optimization timings as new nodes are added in the graph. We observe that, even after accumulating different sessions,
TABLE III: Multiple session performance of our SLAM system

<table>
<thead>
<tr>
<th>Session</th>
<th>Nodes</th>
<th>Edges</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1-m</td>
<td>164</td>
<td>319</td>
<td>0.09598</td>
</tr>
<tr>
<td>s1 + s2</td>
<td>216</td>
<td>462</td>
<td>0.33420</td>
</tr>
<tr>
<td>s1 + s2 + s3</td>
<td>258</td>
<td>556</td>
<td>0.19914</td>
</tr>
<tr>
<td>s1 + s2 + s3 + s4</td>
<td>295</td>
<td>753</td>
<td>0.08489</td>
</tr>
<tr>
<td>s1 + s2 + s3 + s4 + s5</td>
<td>430</td>
<td>1116</td>
<td>0.42881</td>
</tr>
</tbody>
</table>

Fig. 8: Graph optimization times (ms) for each session execution. Times for the multi-session cases do not begin on zero since the mapping session starts from a previously created graph.

optimization times do not exceed those from single mapping sessions.

V. CONCLUSIONS

In this work we have presented our SLAM system whose design has been oriented towards the management of non-static entities of the environment and long-term mapping periods. Along the experiments we have shown the performance of our system which retains efficiency, accuracy and coherency between data structures over multiple mapping sessions.

Although long-term autonomy requires periodic mapping sessions to update robot knowledge about the environment, we think performing continuously SLAM on a fixed setting would be unnecessary. Future works will be oriented to the development of strategies based on active robot awareness of environmental changes that will allow to seamlessly switch from mapping to localization-only modalities if its current map suffices to obtain a good localization despite the dynamics.
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Fig. 9: Single session maps. Individual maps created by our system where high dynamics have been removed using the approach described in this paper (better seen on color).

Fig. 10: Multiple session maps. Maps created after performing cumulative number of mapping sessions in which long-term graph maintenance has been applied (better seen on color).