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Abstract—This paper presents our work of integration | 5 Spal MODELLING PLANNING
during the last years within the context of sensor-based : sensOR-BASED
robot navigation systems. In our motion system, as in many : MOTION SYSTEM :
others, there are functionalities involved, such as modeling, ... I . i EE i
planning or motion control, that have to be integrated i
within an architecture. This paper addresses this problem.
Furthermore, we also discuss the lessons learned whilgi) ’f:r";‘ga’on
designing, testing and validating techniques that implement
the functionalities of navigation system, and(i:) building the
architecture of integration, and (i4i) using the system on
several robots equipped with different sensors in different
laboratories.
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I. INTRODUCTION

Robots are being developed that operate under a wic?ie LOCAL

variety of conditions including unknown, unstructured and; SENSOR-BASED
:: MOTION SYSTEM

..............................

system since it is the basis to incorporate more subsystems
and functionalities. Thus, the performance of the motion Fig. 1. Global versus Local Sensor-Based Navigation.
system strongly affects the task carried out by the vehicle.

The capabilities required for the navigation of an au-
tonomous robot are tied up with the specific applicatiof® & small domain of the problem. This is because it
and vehicle. For instance, the a priori knowledge, thdecomes difficult to consider all contingencies and it is
information provided by the on-board sensors, the motiongnrealistic to formulate plans that do not reflect a changing
constraints of the vehicle or the computational power. Thignvironment. On the other hand, reactive motion systems
usually leads to the development of specific navigatioimit their scope of application to the perception-action
systems that accommodate the requirements of each &jfradigm, gaining flexibility and robustness of motions.
plication. Due to the nature of each methodology, the overall problem

One important issue is to bound the scope of the mdéannot be solved by these systems individually. The interes
bility system, which is related to the differences betweers focused on synthesizing a control mode that incorporates
global and local navigation systems (Figure 1). In factthese methodologies, and not on extending both worlds
the concerns of these systems are different. For instancg€parately [2]. Hybrid systems attempt to combine both
for global systems, the construction of accurate modelgaradigms by including the best of the artificial intelli-
and the tracking of the position of the vehicle are im-gence to represent and use the knowledge, with the best
portant to create global plans and to guarantee motioig¢activity, robustness, adaptation and flexibility. Baic
convergence, while real-time execution is not. Howeveithese schemes combine a planner (deliberation) and a
for local systems, simpler local models and rough planningeactor (execution). This work focuses on local navigation
are enough, while motion constraints related to real-tim#&here hybrid approaches have been used in several systems
or to the vehicle such as shape, kinematics and dynami€30l, [6], [25], [26]. Our integration scheme follows this
are important to guarantee robust obstacle avoidance. a@pproach combining modeling, planning and reactivity:

Nevertheless, the mobility aspect is inherently related 1) Model builder: construction of a model of the
with some functionalities necessary for a fully autonomous environment (to increase the spatial domain of the

operation (modeling, planning and reaction). More pre- planning and used as local memory for obstacle
cisely, the topic of motion in evolving environments in- avoidance) and tracking of the vehicle position.
cludes issues such as knowledge representation (model2) Planner: extraction of the connectivity of the free
construction), global deliberation and reactivity. Naa#g space to increase the spatial domain of the solution

tional planning without considering execution is resattt (for instance used to avoid the cyclical motions and



trap situations). exhibited problems to address the motion in troublesome
3) Reactive motion computation of the collision-free scenarios. Thus, we understood that the first step was to
motion. design a method to close the research gap of reactive
In this context theintegration of functionalities plays ~Mmotion in dense, complex and cluttered scenarios.
a crucial role. On one hand, the three issues enumerated
above are active research areas where the communfgy Motion in Troublesome scenarios?,

continuously proposes new methods improving the current 15 address this issue we developed Mearness Dia-
state of the art. Thus, the integration architecture MU%ram Navigationmethod (ND) [17], [22]. This technique
allow a quick module replacement with the most appropriempmys a "divide and conquer" strategy to simplify the
ated technologies for each module (they might have diffemayigation by identifying situations and applying the cor-
ent properties that allow to address problems with differenyesponding motion laws. The set of situations represents
nature within the same context). On the other hand, alij| the cases between robot positions, obstacles and the
functionalities must be integrated within an architecturgyoa| (navigational situations). In addition, for each af¢h
for specification, coordination and failure detection a”%ases a motion law (action) is associated.
recovery. The _integration must have a cI_ear specificgtion The advantage of this method is that it employs a divide
of the |_nteract|on of the modules qr_ld time cons_tralntsand conquer strategy based on situations to simplify the
Everything together favors the portability between défer gigticulty of navigation. Thus, this technique is able to dea
platforms and sensors and the easy module replacementign more complex navigation cases than other methods
add or change technologies. As a result, the architectu{gsyally these cases arise in environments where there is
reduces the effort required to upgrade, test and validajje space to maneuver like for example a narrow door).
new developments. _ _ ~In particular, the ND method avoids most of the problems
Existing works only address partially the integrationyyat other techniques present in these circumstances (see
iss_ues of these navigation systems [30], [6], [25], [26]{17] for a discussion on this topic).
This paper presents the evolution of our work during \with this new technique, we were able to address motion
the last years within the context of local sensor-baseg, places where it was difficult to maneuvers vehicles.
navigation systems focusing on those aspects related to tpi%wever, the problem of trap situations and cyclic behav-

integration architecture. Moreover, we show experimentgl s yere unavoidable due to the local nature of the obstacle
results obtained with different real robots that illustréte avoidance methods.

benefits of using an architecture of integration.

The_ work is organ_|zed_ as follows: first we present _theb_ Trap situations and Cyclic behaviora?;
evolution of our navigation system (Section IlI). Section _ o _ _ _
Il describes the architecture and Section IV presents the With this problematic in mind, we realized that it
experimental results. Finally, we draw the conclusions ifVaS necessary to integrate local planning with obstacle

Section V. avoidance. Besides, building a local model would also
increase the spatial domain of the planner while acting
[I. EVOLUTION OF THE SENSORBASED NAVIGATION as a memory for the obstacle avoidance method (sensor
SYSTEM visibility constraints). The necessity of integrating ske

The objective of a local motion system is to drive thefunctionalities was the beginning of the work described
vehicle among locations while avoiding collisions with ob-in this paper. Then, we proposed ti@obal Nearness
stacles. The operation is governed by a perception - actiddiagram Navigation(GND) [20], [18].
process repeated at a high frequency (Figure 1). SensorsThe GND implements a hybrid architecture with three
gather information of the environment (obstacles) and th@yers (modeling, planning and reaction). The modeler
robot. This information is then processed to compute theonstructs a representation of the environment integyatin
motion. The vehicle executes the motion and the proce¢Be sensory information, which is the base for the rest of
restarts. The result is an on-line sequence of motions thatodules. We used a robot-centred binary occupancy grid
drive the vehicle to the destination without collisions. ~ updated whenever a new sensory measurement is available.

In this section we describe an historical perspective of he planner computes tactical information to direct the
the selection of the techniques, which are closely relate¢ehicle. We implemented thidavigation Function (NF1
with the problems that might be addressed to design a locl short, [4]), which is free of potential minima, can work

motion system (Table I). on a grid (existing representation), and can be efficiently
. executed in real time. The obstacle avoidance computes
A. The seed of motiom/; the collision free motion. This was performed with the ND

Some years ago we started to deal with the mobilitgince it is efficient and robust in environments with little
problem of autonomous robots. For obstacle avoidancepace to maneuver.
we selected a potential field method (PFM in short) [9]. The key result was the integration of the modules in a
Our experience with this obstacle avoidance method [23]nified system (Section IV provides a detailed description
confirmed the problems that were described for these typs the architecture). This integration concentrates thet be
of methods [11]. In fact, at that time many methodsof the deliberative and reactive worlds, since the planning



TABLE |
A SUMMARIZED EVOLUTION OF THE SENSORBASED NAVIGATION SYSTEM.

Modalities
M, M, M3 My Ms Mg
Local Binary local Binary local Binary local Probabilistic map
Modeling — | laser memory| grid grid grid + IDC Tracking objects
MbICP
Planning — — NF1 NF1 Gap Navigation D*
Reaction PFM ND ND ND+ ND+ ND+
Abstr. layers or MG| Abstr. layers or MG| Abstr. layers or MG
Architecture no no yes yes yes yes

information helps to guide the motion toward zones with-E. Local correction of the vehicle localization and time
out traps, and the reactive component quickly directs theequirements:M5
execution according _to the evolution of the environment. At this point in time, the precision of the localization
The advantage.of .thls.sys.te.m was to perform robust artq; the vehicle became a serious limitation. In order to
trustworthy navigation in difficult scenarios. deal with vehicles with bad odometry information, it was
necessary to correct the robot pose. Models built only
with odometry accumulate errors. As the model is the
base of the planning and obstacle avoidance methods, it
At this moment, we addressed the portability of thestrongly affects the performance of the system. Another
motion system to different platforms. In order to generatémportant issue at this point was time constraints. The
robust obstacle avoidance, the vehicle constraints (shag#anning method was computationally very demanding and
kinematics and dynamics) could not be ignored. For thisve investigated more efficient planners that do not penalize
reason we included the vehicle constraints within théhe reactivity and modeling performance of the system.
obstacle avoidance paradigm with tAdstraction Layers To improve the localization of the vehicle, we integrated
[16], [19] and aMotion Generator(MG) [3]. a scan matching technique that improves the odometry
The ND and many existing techniques assume that th€adings using the information provided by the sensors. We
robot is a point free of any constraint (omnidirectionalused thelterative Dual Correspondenc@DC) algorithm
motion). The idea behind the abstraction layers is t¢13]. This technique does not require to extract any specific
abstract these constraints from the usage of the avoidanki@d of features and, consequently, is well suited to un-
methods. A solution is to encapsulate the constraints mithistructured environments. Although these techniques do not
the spatial representation. By doing this, we transfornguarantee global consistency in the model, its precision is
the tridimensional obstacle avoidance problem with shapg@nough to build the local map needed by the other modules.
kinematics and dynamic constraints into the simple prob- Furthermore, we implemented a planner [21] similar to
lem of moving a point in a bidimensional space withoutthe Gap Navigation Treef29]. The idea behind this plan-
constraints (usual approximation in obstacle avoidanceer is to construct a graph of reachable points of the space,
Thus, many existing methods that do not address thegestead of an analytical path as many classical planners do.
constraints can be applied in this representation. Th&he graph contains enough tactical information to avoid
consequence is that the methods take into account titee trap situations. The advantage of this planner is the
vehicle constraints without being redesign (the informacomputation time since in average is more efficient than
tion is implicitly represented in the application space)computing a local path from scratch with a navigation
Alternatively, the motion generator is based on a dynamifunction.
motion controller that converts the solution of the obstacl With this new system we ameliorated the efficiency and
avoidance method into a command that complies with ththe robustness of the local navigation system. However, the
vehicle kinematic and dynamics. performance could still be improved specially in dynamic

With these new techniques integrated in the previou§cenarios.
system, we take into account the vehicle constraints in
the obstacle avoidance module. In parallel, we ameliorateld
our previous ND version leading to the ND+ [22]. The The previous systems do not differentiate between the
ND+ method improves the previous method with newstatic structure of the environment and the moving objects.
navigational situations and a new design of the motion lawReactivity against changes in the environment is achieved
(to have motion continuity in the most common transitionghrough a high sensing frequency. However, when dealing
between situations). Another advantage of the ND+ methodith dynamic scenarios, taking into account the nature
is its efficiency which liberates computational resouraes f of the obstacles might ameliorate the performance of the
the other modules of the architecture. system. A reliable solution must address both: a module

D. The vehicle constraints)/,

Dynamic ScenariosMg



External failure flag

Controlled
Emergenc!
S s?op d Processing
Module

\ 4
i External
L Actuators B |eirace
[ selector

Failure flag q Data interface
External
Sensors failure flag =) Failure flag
m—) sl (O Data

External failure flag

Fig. 2. Overview of the architecture: interaction betweerdoies and data flows.

able to model the static and dynamic parts of the scenarimotion systems operate asafety-critical([12], [28]) and
and a way to use this information within the system. involve real-time constraints. The architecture is congglos
First, we designed a modeling module that carries outf three modules executed following the modeler - planner
the detection and tracking of moving objects and the reactor sequence dictated by the flow of data between
mapping of the static parts at the same time [24]. Wenodules (Figure 2). This flow is unidirectional, from the
used a maximum likelihood approach which complies withmodeling module toward the planner and obstacle avoid-
the spatial and time constraints of the local navigatiomnce modules. The exact data of each flow depend on
system. As a result we obtain a map of static obstaclebe technologies used. These flows define the interactions
and a separate map of dynamic objects and their velocitieand dependencies among the modules. Replacing a module
Within this process, we integrated a new scan matchingequires to comply with the interface and usually does not
approach [14], theMetric-based lIterative Closest Point require to redefine it. For instance, sets of points are a
(MbICP), that ameliorates the IDC performance. common way to represent obstacles for several obstacle
The dynamic/static information is selectively used byavoidance methods (model-obstacle avoidance interface).
the other modules. The role of the tactical planner iShe interface between the planner and the obstacle avoid-
to determine at each cycle the main cruise to direct thance is just a subgoal location (tactical information). Wit
vehicle. Therefore, the planner only uses the map afespect to the model-planner interface, we use a grid.
static features. The obstacle avoidance method generaiithough there exist many other representations, grids
the collision-free motion to align the vehicle toward theare commonly used to compute navigation functions and
cruise (computed by the planner). Here we use the map afe able to represent dense information. The bandwidth
static obstacles, since all the obstacles included in the maequired by each flow also varies depending on the modules
must be avoided. Furthermore, we use information of thbut remains reasonable (under kilobytes per second).
dynamic obstacles, but taking advantage of their velocity The modules are executed synchronously. This is im-
by projecting their position to the collision point with the portant to avoid inconsistencies in time that would arise
vehicle. using asynchronous strategies (the model is used for local
At the same time we explored the use of the& Lite  planning and obstacle avoidance and must be consistent
planner [10]. The principle of this planner is to locally in time with both modules). Furthermore, we assigned
modify the previous path (available from the previous steplime outs to each module to close the motion control
using only the changes in the environment. This strateghpop at the desired sensor rate. The main purpose of these
is by far more efficient than re-computing the path fromtimeouts is to assure that the obstacle avoidance module is

scratch (up to two orders of magnitude [27]). executed every cycle. This is important since the motion of
This is the current state of the art of our system. the system is always generated by the avoidance method
(assuring collision free motion). Figure 3 shows the cdntro
I1l. ARCHITECTURE DESIGN flow of the architecture.

This section describes the architecture of the navigation The system also has to manage possible failures (Fig-
system focusing on those aspects related with the integrere 2). Currently our architecture includes the following
tion of the different functionalities and their interact® exceptions:

The system has been designed to work on a single node.. Hardware failureThe architecture monitors the inputs
This is because many applications in which autonomous of the sensors and engines. In case of bad operation,



[] Mapping mode validation obtained in different laboratories (Figure 4).

A =Zlb.|gmddlmd‘ Firstly, we integrated and tested the system in seven

robots at three different laboratories [15]. The results

Sensor Sensor Sensor were very satisfactory from the motion execution point of

measure measure measure view. The vehicles successfully achieved the motion task

in unknown, unstructured and dynamic scenarios, where

maneuvering was a determinant factor. One of these im-

plementations has been used daily in a museum for several

months [7], and others are daily used for demonstrations

[1], [24].

Secondly, with this architecture we have been able to
- integrate our on going research. This is a key issue in

- Toensor Tsensr o Time developing time. Thanks to this architecture we have been

T g able to design, integrate, test and validate in real systems

" 5 more than 20 different technologies in the last four years

in our robots and in robots of other laboratories (Table |

and Figure 4).

Thirdly, another important issue is the portability among
different vehicles. This includes the following aspects:

« Vehicle constraintsthe shapes of the robots are cir-
cular, square or rectangular. The kinematics are holo-
nomic or differential-drive. The dynamics are also
different for all the vehicles.

« SensorsThe sensors used include ultrasounds, 2D and
3D laser range finders, and a stereo vision system.

o Operating systems and computer capabilitigs the
robots were installed Linux, Solaris, VxWorks and
Windows. The power of the on board computers

; Motion
Motion A A
command command

A
A
\

it
Tyﬂgnmng

Fig. 3. Control flow of the system.

an emergency stop is executed stopping the vehicle as
fast as possible.

« Modeling module failureFailures of this module are
hard to identify and they depend on the implemen-
tation. When such a failure occurs or the time out
is launched, the usual strategy is to use odometry to
keep track of the vehicle position and to re-initialize
the map with the last measurement.

« Planning module failure A failure of this module ) .
arises when the planner does not find a solution, ?enrﬂ?udmf:(\)/matgogmf Pentium I a100MHz to a
either because it does not exist (for example when . ) . ) )
the goal falls on an obstacle) or because the time oyt !N Order to integrate the navigation system in the dif-
is launched. In this case the information of the plannefé"ent vehicles, the first important issue was to take into
is not used and the obstacle avoidance tries to moy&ccount the vehicle shape, kinematics and dynamics for
the vehicle directly toward the goal. obgtacle avpldgnce. This was.easny achieved by acti-

« Reactive module failurethe robot is completely sur- vating/deactivating the abstraction layers or the motion

rounded by obstacles when there are no areas gfnerator that take into account these issues.
motion free of collision. The vehicle does not progress | e usage of different sensors required to use the appro-
until a new passage is detected. priate sensor interfaces. Nevertheless, if the type of data

needed a specific processing, the modeling module had
6 be replaced too. For instance, for the lasers we used
e solution described in this paper and we adopted other
lutions for the ultrasounds [5] and for the cameras [8].

e important point is that changes affected only to the

odel builder and the corresponding interfaces.

The different operative systems and computer capa-

N 10 | th ft X . bilities were not a problem. It was necessary to build
(Z.Z) 0 Improve the software engineering procg;lses SP&Re connexions between the architecture and the external
cially the final stages of the software life cyclgji) to

facilitate portability issues.

Summarizing, the proposed architecture decouples t
functional modules necessary for the motion generatio
and assures their correct interaction and coordination. [t
also specifies the interfaces with the external modules a
hardware devices. The benefits of the integration withirpn
the architecture ard:) to ease the integration of research
works developed by different people in different domains

devices. However, since the architecture was developed in
standard ANSI C, it was straightforward used in several
IV. EXPERIMENTAL VALIDATION operative systems. Regarding the different computational

_ o power of the platforms, the time outs of the modules
The purpose of this section is to demonstrate that thgajanced the load in order to comply with the real-time

navigation system successfully carries out the motion taskquirements and perception-action cycle constraints.
and to show some of the benefits of the architect(ie:

how the architecture allows to easily replace modules and V. CONCLUSIONS

to stay in the cutting edge technologies for local sensor- In this paper we have proposed an architecture to inte-
based motion systems, ariéi) to discuss the portability grate the functionalities required to perform local sensor
among different platforms on the basis of the experimentdlased navigation. The architecture decouples the main
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Fig. 4. The architecture has been validated using seveereliff robots. The figure shows each platform and an exampleahbdel and trajectories
followed by the robot to reach the goal.



functionalities of the system, defines their interfaces angto] J. Minguez, L. Montano, N. Simeon, and R. Alami.
assures their correct interactions. It provides a framkwor

to continuously upgrade the system with new development§1]
in the field, to ease the development process and to migrate

it among different platforms. In addition, we have presdnte

an historical perspective of the technologies and theinmai[zz]

characteristics together lessons we learned.
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