Chapter 19

Continuous Petri Nets: Observability and
Diagnosis

Cristian Mahulea, Jorge Julvez, C. Renato Vazquez, antulsSilva

Abstract Reconstructing the state of a system from available meamnts is a
fundamental issue in system theory. It may be consideredel$-atanding problem,
or it can be seen as a pre-requisite for solving a problemfferdint nature, such as
stabilization, state-feedback control, diagnosis, etthé case of Continuous Petri
Nets (CPNSs), this problem has been studied for both untimediemed models. In
this chapter it is considered first the problem of obseritghif timed CPNs un-
der infinite server semantics (or variable speed). It ismgsbthat the marking of
some places are measured due to some sensors and the potd@stimate the ini-
tial/actual state/marking. Three different concepts cfesbiability are defined based
on the knowledge of the firing rate vector and, algebraic aagly-based criteria are
presented. In the last part, untimed CPNs are considereasiMieg/observing the
firing amount in which some transitions are fired, it is shohat the set of possi-
ble markings in which the system may be is convex. Based srctidaracterization,
some linear programming problems are presented permitti@egomputation of
diagnosis states when some unobservable transitions rpoggible faults.

19.1 Introduction and Motivation

The observability problem for CPNs has been studied for batimed and timed
models. In the case of untimed systems, the state estimiatiose to the one of
discrete event systems since the firing of transitions casbemed/seen as sequen-
tial and the corresponding events are not appearing simadtssly. In the case of
timed systems, since the evolution can be characterizeddey af switching dif-
ferential equations, the state estimation problem is melaed to the linear and
hybrid systems theory.
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Zaragoza, Spain. e-mafcmahulea,julvez,cvazquez,siv@unizar.es
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In this chapter, we first study different aspects of obsalisabf CPN under infi-
nite server semantics. The notionreflundant configurationis presented together
with a necessary and sufficient condition for a configuratmie redundant. In
some cases, this permits to reduce the system dimensioee Tifferent concepts
of observability can be defined for timed CPN based on thefirdte vectol . The
classical observability problem is the one where the qorss to estimate the ini-
tial state/marking measuring only a subset of states, valsB@ming a constant value
for the firing vector. In this case, the set of differentialiations is time invariant
and the concept is callgzlinctualor classical observatiorObservability criteria of
piecewise affine systenfd] can be applied to CPN since CPN is a subclass of those
systems.

As already known, observability of a hybrid system requiresonly the estima-
tion of the continuous states but also of the discrete onesh@racterize this, the
notion ofdistinguishable regions introduced and a quadratic programming prob-
lem (QPP) is given to check if two regions are or are not digtishable. Then, an
observability criterion is given for general CPN systemiac8 the complexity of a
potential algorithm based on this criterion may be high, sasales permitting the
“deletion” of join transitions are given.

In many real systems it is impossible to have the exact vadfi¢se machine
speeds. In the extreme case, nothing is known about the fiategvector and the
observability criteria of piecewise affine systems canmotapplied anymore. In
this casestructural observabilityis defined and approaches based on the graph
theory are used to study it. Only the knowledge of the systeactsire and the
firing count vector (even if not constant) is assumed to berknd'he idea is to
determine which state variables can be estimated indepéynas the time values
associated to transitions.

Finally, if one wants to estimate the system for “almost aliissible values of
firing rate,generic observabilitys defined. In many cases, some punctual values of
firing count vector can produce the loss of observabilityibistnot very important
since it is observable outside a proper algebraic varietig@parameter space. Also
here, graph based approaches are used. This concept &r$oiie works otinear
structured systemg3].

In the last part of the chapter, we present the effect of thaition of Petri nets
with respect to fault diagnosis. Untimed CPNs are consitlanel it is assumed that
the amount in which some transitions are fired can be obsetisghointed out that
the set of potential marking after a sequence of observaditians is convex. Based
on this convexity, two linear programming problems (LPR) given that permit us
to assign three diagnosis states. The fluidization allowts wslax the assumption,
common to all discrete event system diagnosis approadtagshere exists no cycle
of unobservable transitions.

This chapter is mainly developed based on the theoretisalteepresented in
[9, 14] and in the survey [19] for the observability of timeBR under infinite server
semantics. Theoretical results for state estimation anli ddagnosis for untimed
CPN have been presented in [15].
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19.2 A previous Technicality: Redundant Configurations

We assume that the reader is familiar with the notions anditiefi given inChap-
ter 18where CPNs have been introduced.

The number of configurations of a CPN is exponential and uppended by
Mt I°tj]. A necessary condition for the observability of a CPN sysiethe ob-
servability of all linear systems. Therefore, if some coafagions are “removed”,
the complexity analysis of the observability may decrebisdice that the notion of
implicit places[20] andtime implicit arcs[18] cannot be used in the context of ob-
servability since the implicitness in these cases is préoed given initial marking
and for a given time intepretation. In our case, the initiarking is assumed to be
partially known. In this section we study a stronger congceply depending on the
net structure and valid for all possible initial markingpg € RLP(‘), concept called
redundant configuration -

Definition 1. Let %; be a region associated to a CPN system. If foma)] Z#; C
Ujxi Z; then; is aredundant regiorand the corresponding configuratioreaun-
dant configuration

P, ®,
Vs AN
ty 1,
Y Y

@

Fig. 19.1 Continuous PN with redundant regions.

Example 1Let us consider the subnet in Fig. 1(a) and assumenat RLP(‘) for
which the enabling degree tfis given bymy . Therefore, the following inequality is
satisfiedm; < mp. Assume also that the enabling degree @ given bym,. Hence,
mp < my. Finally, let us assume that the enabling degree of all dtlaesitions are
given by the same places. Obviously, these markings belmrgrégion#; such
that for each markingn € #; the following is truem; = mp.

Let us consider now all markingn € ng for which the enabling degrees of
t; andt, are given bym; and the enabling degree of all other transitions is given
by the same set of places as for markings belongingtolt is obvious that these
markings belong to a regia#, for whichmy < mp.

From the above definition of?; and %5, it is obvious that%, C % for all
me RLP(‘). Therefore %1 (and the corresponding configuration) can be ignored in
the analysis of the CPN system. |
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According to Def. 1, a regio; is non-redundantiif it is a full-dimensional con-
vex polytope inR‘;‘). Therefore, for a given region we need to check if the inequal
ities composing its definition are strictly satisfied. If @join t; with p;, px € °t;

i IP| m/pi] m/py] i
does not existm € R such thatPl‘e[pil,tj] < Pre[p:’t” then the linear systems of the

regions containing in its definitiogr';‘[[g}tj] < Pr'z[[g":]tj] are redundant.

Proposition 1. Let.#” be a timed CPN system. The regi@hwith the correspond-
ing configuratiors; is redundant ifffm ¢ R‘;‘) solution of the following system of

. - mpy] m{py] m{py] m[py]
strict inequalities of theforn@,m < Prelpug]’ one for eacbpre[pk’tj] < Prelpu.i]
definingZ,;.

The existence of a solution for the system of strict inediesliin Prop. 1 can
be checked solving a linear programming problem using aabibgic. For each

mpy] m{pu] ; ; ; mpy]
Pre[[pk’tj] < Prelpet)]” a constraint of the following form is addegm +e<

Pr’;'[gﬂt”. The objective function will be to maximize If the resulting LPP is in-

feasible or has as solutian= 0 then%, is a redundant region.

A pre-arc (an arc connecting a plapewith a transitiont;) is calledimplicit
in an untimed system, if for any reachable marking, the nmaylaf p; is never
constraining/restricting the firing of. If the system is under a timed interpretation,
it is calledtimed implicit It may seem that if a mode is redundant, a set of arcs has
to be implicit or timed implicit, since they cannot define #reabling. However, it is
not true, since it is not that an arc never defines the enalflinighat a combination
of arcs may never define the enabling. For example, in themEtg. 1(a), none
of the arcs is implicit, although a region (the one correstog to ny = my) is
reduced to its borders. In this example, the redundant modkl @lso have been
avoided by fusing transitiorts andt, into a single one [18]. However, this kind of
transformation cannot always be applied, as shown in theviolg example.

Example 2Let us consider the CPN in Fig. 1(b) and let us consider thieneg; =

{my <mp,mg <mp,m; < mg} thatitis equivalentto assume that the enabling degree
of ty is given byny, the one of, by mz and oftz by m;. Applying Proposition 1 we
want to check if#; is redundant. We have to consider the following system:

my<m (1)
mg<m (2) (19.1)
m <mg (3).

Combining 19.1(2) and 19.1(3) we obtaim < my, that is in contradiction with
19.1(1). Therefore, regio%; and configuratior¥y are redundant. |

The same problem of reducing dimension of a CPN under infagiteer seman-
tics has been studied in [16] using the concept of symmedtig.dhown that such
a symmetry leads to a permutation of the regions and to eqaintalynamics (dy-
namical systems that have symmetries). This can be useddactions to systems
of smaller dimension.
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19.3 Observability Criteria

Let us assume that the marking of some pldégs P can be measured, i.e., the
token load at every time instant is known, due to some sen3ties observabil-
ity problem is to estimate the other marking variables usirese measurements.
Defining A; = C- A - I; (seeChapter 1&or the definitions ofA and[T;), the sys-
tem dynamic is given by:

m(T) = A -m(1), me %
{ym —Sm(1) (19.2)

whereSis a|P,| x |P| matrix, each row oS has all components zero except the one
corresponding to thé" measurable place that is 1. Observe that the m&tisxthe
same for all linear systems since the measured places ar@ctérdstic to the CPN
system. Here it is considered that all linear systems aeghnistic, i.e., noise-free.

Definition 2. Let (.#",A,my) be a timed CPN system with infinite server semantics
andP, C P the set of measurable placést’, A, mg) is observable in infinitesimal
timeif it is always possible to compute its initial staw in any time interval0, €).

Let us first assume that the system is a Join Free (JF) CPN (asCHNf there is
no synchronization, i.e¥tj € T,|°tj| = 1). Therefore, it is a linear system and let us
assume that its dynamical matrix is denotedfyn Systems Theory a very well-
known observability criterion exists which allows us to idiecwhatever a contin-
uous time invariant linear system is observable or not. &esiseveral approaches
exist to compute the initial state of a continuous time linggstem that is observ-
able. The output of the system and titeservability matribare:

y(1) = S- - m(10) (19.3)

9 =[S (SAT, ... (SA T, (19.4)

Proposition 2. [11, 17] Eq.(19.3)is solvable for allmizg) and for all T > 0iff the
observability matrix® has full rank (in our case, rar{¢) = |P)).

The initial state can be obtained solving the following systof equations that
has a unique solution under the rank condition:

y(0)
Giy(0)
Y0 | —9.mo). (19.5)

.dn—l

G-1Y(0)

The observability of a JF CPN systems has been considered],invhere an
interesting interpretation of the observability at thegdrdevel. Let us assume that
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a placep; is measured, thereforg (1) and its variatiorn;(7) are known at every
time momentr. Because the net has no join, the flow of all its output tréoTsst

tj of p; is the product ofA; andm(7) according to the server semantics definition.
Assume thatp; is not an attribution (a placp € P is an attribution if|*p| > 1).
Hence has at most one input transitipnKnowing the derivative and the output
flows, the input flow through the input transitibnis estimated. Applying again the
server semantics definitiorfijty] = Ax - m[*t] (|*t| = 1 since the net is join free).
Obviously, the marking ofty can be computed immediately. Observe that this is a
backwardprocedure: measuring, *(°pi) is estimated in the absence of joins and
attributions.

The problem of state estimation of general CPN systems anohiypJF net sys-
tems is not so easy. In this case, a very important problethéobservability is the
determination of the configuration, also calldidcrete statei.e, the linear system
that governs the system evolution. It may happen that théreaus state estima-
tion fits with different discrete states, i.e., observinmeplaces, it may happen that
more than one linear system satisfies the observation. Hfdhenuous states are on
the border of some regions, it is not important which lingestem is assigned, but
it may happen that the solution corresponds to interiorfga@hsome regions and it
is necessary to distinguish between them.

Example 3Let us consider the timed CPN in Fig. 2(a). Assume the firing cd
all transitions equal to 1 arié, = { pg} implying S= [0 0 I . This system has two
configurations corresponding to two linear systems:

_[m(n)=A-m@T)
5= {y(r) 1007 mr =12 (19.6)

whereA; is the dynamic matrix corresponding to the configuration tck the
marking ofp; is defining the flow ofs while for Az, the marking ofp; is giving the
flow of ts.

The observability matrices of these two linear systems are:

00 1 0 0 1
= 10-1|; 9=|0 1-1
-31 1 1-3 1

Both have full rank, meaning that both linear systems aremable. Let us take
m=[120" €%\ % andmy, =[2 10" € %\ %:. As it is well-known, the

corresponding observations a?e- m(1) = [y(1) y(1) ...]". Nevertheless, for the
selected markings we have th&f -m; =9, mp, =01 — 1]T. Therefore, it is

impossible to distinguish betweem andmy. [ |

Definition 3. Two configurations and j of a CPN system ardistinguishablef for
anymy € %1\ %, and anym, € %, \ %1 the observatioty, (1) for the trajectory
throughmy and the observatioy, (1) for the trajectory througim, aredifferenton
an intervall0, €).
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ps(?

/N —
(a) A CPN that has undistin- (b) A JF net that is not observablepg is
guishable configurations for measured and; = A,

some particular values af

Fig. 19.2 Two CPN.

Remark that we remove the solutions at the borden %, since for those points
both linear systems lead to identical behavior, theretasaiot important which one
is chosen. If all pairs of modes are distinguishable, itvgagls possible to uniquely
assign aconfiguration(or region) to an observed continuous state. Assuming that
the linear systems corresponding to all configurations aseivable, a QPP per
pair of regions can be proposed to check their distinguidibyab

z=maxp' B

S.t. d1-Mm—39-m=0
B=m—m (19.7)
m € %1
m, € %5.

First, let us observe that if the feasible set of (19.7) is ®n(ipe., the problem
is infeasible), linear systems are distinguishable. If RRY19.7) = 0, using the
fact that both systems are observable, %¢.andJ, have both full rankm; = mp
is obtained. Therefore, there exist no interior markimgss %, andm, € %, with
the same observation, i.€}; - mp = 3, - My, and the modes are distinguishable. Fi-
nally, if the solution iz > 0 the linear systems are undistinguishable being the same
evolution in a small interval starting from two markings dxadjing to different re-
gions. Finally, if the solution ig > 0 we cannot say nothing about distinguishability
of the linear systems. Moreover, the exact solution of (LB.nhot necessary to be
computed and if a feasible solution with> J, with 6 a small positive number, is
found the search can be stopped.

Example 4In Example 3, for the timed CPN in Fig. 2(a) it is shown ti¥at m =
9,-mp = [0,1, —1]T. Solving QPP (19.7), the problem is found to be unbounded,
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thus the linear systems; and 2, are undistinguishable. For the interpretation of
this result, let us consider the equations that govern tbigun of the system:

f3 = Az-min{m,my} (19.8)
m1:/\2~mzf)\1~m17f3 (19.9)
Mp=A1- My —Ap-mp— fa. (19.10)

Summing (19.9) and (19.10) and integrating, we obtain
T
(mlerz)(T)=(Iml+mz)(0)—2/0 f3(6)-d@ (19.11)

Obviously, if ps is measuredfs can be estimated sincig(1) = Ms(7) + A4 -
mg(T). Therefore, according to (19.8), the minimum betwesgnand m, is esti-
mated. Moreover, due to (19.11) their sum is also known. Nbetess, these two
equations are not enough to compute the markings, i.e., weetha values but it is
impossible to distinguish which one corresponds to whietcgl

We use the same CPN system to illustrate that if the solutfdtP® (19.7) is
z> 0 or unbounded we cannot decide. Let us take Aow[2 1 1 17. In this case,
the dynamical matrices are:

-2 0 0
2-2 0},
0 1-1

and the observability matrices (assuming dse- { ps}):

00 1 0 0 1
191: 10-1]; 192: 0O 1-1{.

0

-3 1
A]_: 1 —1 O 5 A2:
1 0-1

-41 1 2-3 1

Letmy=[151" € %1\ %2 andmy = [2 1 1|7 € %, \ %1. Making the computations,

we have;m; = 9,m, = [10 2", So, we have the same observations for these two
markings at a tima but the modes are distinguishable. To see this let us assume
the marking atr + o, whered is a very small value. Being a small time variation,
we can consider that the flow of the transitions are constaninigl the time interval

(1,7 + 9) and we can write:

M (T+6) =my (1) +Amy(1)d = [1+25 546 1T,
and
My (T + ) = Mp(T) + AoMp(T)6 = [2— 46 1+25 1.

The corresponding observations for these markingsam, = [1 25 2—125]T +#
9om, = [1 26 2—143]". Since in all linear systems the set of measured places is
the same and the firing rates are also the same can be obsenvediately that
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any M € %1, mj € %1 with 8:m/(1) = d,mj(7) it holds thatd,m (7 + J) #
9,mj (7 + ). Therefore, according to Def. 3, the modes are distingbisha H

Using the notion of distinguishable modes, an immediatecon for observ-
ability in infinitesimal time is:

Theorem 1.A timed CPN systefa/", A, my) under infinite server semantics is ob-
servable in infinitesimal time iff:

1. All pairs of configurations are distinguishable,
2. For each region, the associated linear system is obségvab

A complementary observability problem is presented in [FgJr the discrete-
time model and measuring some places, the problem is to astithe firing flow
(speed) of the transitions and not the marking of the otrergd. Since the flow of
a transition is the product between its firing rate (constahie) and the enabling
degree, in some cases, measuring places or transitionsiiigatsmnt. Anyhow, in
order to compute the flow through joins it is necessary to mreaall of its input
places. Moreover, we may also have different markings thae tihe same firing
flow.

19.4 Reducing Complexity

Theorem 1 provides a criterion of observability of a CPN sgstObserve that the
complexity of an algorithm to check this property is not simithe algorithm based
on this criterion should be linear in the number of subsystéfor each subsys-
tem the observability matrix and its rank should be compubed this number is
exponential in the number of joins. Moreover, for each pasubsystems, their dis-
tinguishability is necessary to be checked. For this reasome results have been
proposed in order to “delete” the joins without affecting tibservable space. After
that, observability can be checked using only the obsélitsabiatrix. This reduc-
tion can be done under some general conditions if the netmsyist attribution free
(AF - a net is attribution free if there exists no plage P such thaf*p| > 2) or
equal conflict (EQ - a net is equal conflict if for atiyt, € T such thaft;N°t, #0
thenPre[-,t;] = Pre[-,tz]) [14].

Definition 4. Let 4" = (P, T,Pre,Post) be a net and/”’ = (F, T’,Pre/,Post’) a
subnetof /', i.e.,F CP, T C T andPré,Post’ are the restrictions d®re, Post to
F andT’. 4" is a strongly connected p-component.éf if for all p, p, € F there
exists a path fronp; to p, of the form(pa,t1, pi.ti,...,tj, pj,t2, p2) with ty € ps°,
piet®, ..., pj €L’ e pj®, p2eta’.

Further, a strongly connected p-componetit = (F, T’ Pre/,Post’) is called
terminalif for all p € F it holds that: there exists a path fropto other placey
impliesp’ € F.
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Proposition 3. [14] Let (4", A) be atimed AF CPN and assume that for any jpin t
there exists no strongly connected p-component contaaling. Let.#” be the net
obtained from#" by just removing all join transitions together with its irtpand
output arcs./” is observable ift 4 is observable.

Observe that the net in Fig. 2(a) is not satisfying the camatt of the previous
theorem sincéts = {p1, p2} belongs to a strongly connected p-component. How-
ever, if the net has attributions, joins cannot be removegtimeral.

Q pl p2

>

pBQ Qp“

\/4/

t2
[

Fig. 19.3 CPN used in Ex. 5.

Example 5Let us consider the CPN system in Fig. 19.3 wkh= [a,1,2,3,4]",
a € R and ps the measured place. This net has an attribution in pfacand
has a join int;. The linear system obtained by removing the jairis observable
and p; and p, do not belong to a strongly connected p-component. Howéver,
join transitiont; cannot be removed without affecting the observability spdte
dynamical matrices of the two linear systems are:

-1-a 0 0 00O -1 —-a 0 00
-a—-4 0 00 0-4-a 0 0O

A= a 0-2 00|, A= 0 a—-2 00].
a 0 0-30 0 a 0-30
1 2 3 40 1 2 3 40

Computing the determinants of the corresponding obsdityabiatrices, we
have:
det(d1) = 192-a° — 912-a+ 720- a+ 288
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which has two positive real rootay(= 3.5885 anda, = 1.4498), and
det(d,) = —96-a>—408-a° — 216-a+ 288

with one positive real rootag = 0.5885). Obviously, ifA; is equal to one of these
roots, the CPN system will not be observable since one ofdahesponding linear
system will not be observable.

Hence, for some particular valuesAfthe system obtained removing the join is
observable but the original system (with join) is not obabte. |

Proposition 4. [14] Let (_4",A,mp) be a timed EQ continuous Petri net system and
" obtained from_4" by just removing all join transitions together with its irtpu
and output arcs./” is observable iff ¥ is observable.

The previous two propositions provide necessary and seffficionditions to “re-
duce non-linearity” and study the observability of a namehr system on an equiv-
alent, w.r.t. the observability space, linear system. leeitds enough to check the
rank of only one observability matrix in order to decide thmservability of these
CPN net systems.

19.5 Structural and generic observability

In this section the main results of structural and genergeokability of CPN are
presented. First we will illustrate by an example that thesspnce of an attribution
may lead to the loss of the observability. For this reasomntiain result for struc-
tural observability has been given assuming that the nemnbaattribution while
generic observability may be studied easily in the case wfwith attributions.

From the previous graph-based interpretation (the baaketaategy) of the ob-
servability, it is obvious that the output connectednessdglired for a place to
be estimated from an observation. For those places for wthiere is no path to
an output, their marking cannot be estimated. Therefoedgetiminal strongly con-
nected p-componengsesent a special interest because any place of the netdshoul
be connected to those components in order to be able to beadstl.

Definition 5. A strongly connected p-componenit’ = (F, T, Pre/, Post’) of a net
/ is said to begerminalif there is no path from a place belongingRao a place
notink.

Strongly connected p-components of a PN can be computeddiatedy, adapt-
ing the classical polynomial time algorithms (for examile bne in [6]) to a bipar-
tite graph.

Definition 6. Let (.4, A, mp) be a CPN system arfé the set of measured places.
A is structurally observablé (.4, A, mp) is observable for all values &f RLTA.
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Proposition 5.[14] Let .4 be a join and attribution free CPN4” is structurally
observable iff at least one place from each terminal strgreginnected component
is measured.

Let us consider now attributions and see that this constnuctan lead to the
loss of observability. Assume the CPN system in Fig. 2(b)relpg (an attribution
place) is the measured place. Writing down the differeegiation we have:

Mg(T) = Ar- My (T) + Az Mp(T) — Az - mg(T).

From the previous equatioh; - my(T) + A2 - mp(7) can be computed since the other
variables are known. HoweverAf = A5, will be impossible to distinguish between
my(T) andmp(7) and the system is not observable. In general, if there exist t
input transitions to an attribution place with the same @niate, the system is not
observabld14]. Nevertheless, this is not a general rule since therobbdity is a
global property.

Fig. 19.4 A JF net that is observable measuring the attribution pfaaven ifA; = As = A2 = A3

Let us consider the timed CPN is Fig. 19.4 wih= 1, assume thap, is mea-
sured and let us see if the system is observable using thevaeatktrategy presented
before. Thermy andms cannot be estimated directly, but their sum (a linear com-
bination of them) is computable (plaggs in the figure). Going backwardey, is
estimated and, even although is an attribution, sincey, is measured, thems can
also be estimated. Usingz, nowny is estimated and, through the linear combina-
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tion of pss, ms as well. Therefore, by measuring the system is observable for all
A, i.e., structurally observable.

Observe that this loss of the observability is due to thegres of attributions
happens for very specific valuesAf If the firing rates of the transitions are chosen
randomly inR- o, the probability to have such a loss of observability is adtmull.
Hence, a concept weaker than structural observability eastidied. It is similar
with the concept of “structural observability” defined in [g for linear systems.

Definition 7. Let (_#",A,mp) be a CPN system arfé the set of measured places.
4 is generically observablé (.4",A,my) is observable for all values df outside
a proper algebraic variety of the parameter space.

The relation between structural and generic observahdliimmediate. If.4” is
structurally observable then it is generically observabiggeneral, the reverse is
not true.

O pS p5 QQ

P4 i p4

p3 p3

Q? %O p1

(a) (b)

Fig. 19.5 (a) A JF ContPN; (b) Its associated graph.

In [5], generic observability is studied for structureddar systems using as-
sociated graphobservability is guaranteed when there exists a statgububn-
nection for every state variable (the system is said toldput connectédand no
contractionexists. The transformation of a JF net into its correspogégsociated
directed graphs straightforward (see Fig. 19.5 for an example).

Using the associated graph and Proposition 1 in [5], thevioiig result has been
obtained to characterize the generic observability.

Corollary 1. [14] Let .4 be a pure JF CPN./" is generically observable iff at
least one place from each terminal strongly connected ppaorant is measured.

The previous result can be extended immediately to gend?BlisCi.e., it is not
true only for JF nets. In Example 3 is given a CPN system coimgitwo undis-
tinguishable configurations. Then, changing the firinggatethe transitions in Ex-
ample 4, these modes become distinguishable. Obvioustyctmfigurations are
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undistinguishable when the path from states (markingd)emutputs are identical
in both linear systems. This happens for some particularegadf firing rates, e.g.,
A1=Azinthe CPN of Fig. 2(a). If the firing rates are chosen randothi/backward

paths cannot be identical. Therefore, any pair of subsystmdistinguishable.

Corollary 2. [14]Let .4 be a pure CPN./" is generically observable iff at least
one place from each terminal strongly connected p-compidaeneasured.

For example, the net in Fig. 2(a) is not observable (hencierestructurally
observable) but it is generically observable.

19.6 Observers Design

JF nets lead to linear systems, for which, Luenberger'srobsg[11, 17] are fre-
quently used for the estimation of the states. Such an obstava JF PN, i.e., with
a single linear system, can be expressed as:

m(t) = A-m(t) + K- (y(1) — S-f(1)),

wherefM(T) is the marking estimatiorA and S are the matrices defining the evo-
lution of the marking of the system and its output in contimsitime,y(7) is the
output of the system, aridl is a design matrix of parameters.

At a particular time instant, a CPN evolves according to @igiinear system.
Thus, an online estimation can be performed by designinglomenberger) linear
observer per each potential linear system of the PN (in adaimiay to [8] for a
class of piecewise linear systems) and selecting the onnetitamplishes certain
properties. The “goodness” of an estimate can be measuredehys of aesid-
ual [3]. Let us use the 1-norrj-||1, which is defined aglX||1 = |X1| + ...+ [Xn|.
The residual at a given instam{r), is the distance between the output of the system
and the output that the observer’s estiméigr), yields

r(1) = |IS-m(t) — Z(1)[[1.

In order to besuitable the estimations of the observers must verify the following
conditions:

e The residual must tend to zero.
e The estimations of the places in a synchronization have woberentwith the
operation mode for which they are computed.

Thus, at a given time instant, only coherent estimationsaitable. Moreover,
a criterion must be established to decide which coheremhasbn is, at a given
time instant, the most appropriate. An adequmegeristicsis to choose the coherent
estimation with minimum residual.

Consider the CPN system in Fig. 19.6. Let its output be th&kimgutof placep;,
i.e.,S=[100. The net has two configuratiorigj = {(p1,t1), (P1,t2), (ps,t3)} and
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P1 ty p2

t3

Fig. 19.6 A CPN with two linear systems.

%2 = {(p1,t1), (p2,t2), (p3,t3) }. For the linear system corresponding4®, m, is

not observable. However, for the linear system correspanii4?, the marking of
all the places can be estimated. Ret= [0.9 1 1" andmy = [3 0 Q. The marking
evolution of this system is depicted in Fig. 7(a).

One observer per linear system is designed. Let the initédé f observer 1
beep; = [1 2T and its eigenvalues be-12+2-1/3-i, —12—2-+/3-i]. Since
observer 1 can only estimate; and mg, the first component of its state vector
corresponds to the estimation wf, and its second component to the estimation
of mg. For observer 2, let the initial state leg, = [1 0 27 and its eigenvalues be
[~15, —12+2-4/3-i, —12—2-+/3-i]. The evolution of the coherent estimation
with minimum residual is shown in Fig. 7(a).

The resulting estimation can be improved by taking into aotsome consider-
ations. When the first system switch happens, the estimba&oomes discontinuous
and, what is more undesirable, the estimation for the mgridips becomes worse.
A similar effect happens when the second system switch ecéurother undesir-
able phenomenon is that, after the first switch, the estomaif my, just disappears
(since it is unobservable in configurati@h).

One way to avoid discontinuities in the resulting estinatis to use the estima-
tion of the observer that is going to be filtered out in ordeupoate the estimation
of the observer that is not going to be filtered out. This estiom update must be
done when a system switch is detected. In order not to lo@sestimation of the
marking of a place when it was “almost perfectly” estimatextéll the case af,
when the first switch happened) a simulation of the systembealaunched. The
initial marking of this simulation is the estimation of thgsgem just before the ob-
servability of the marking is lost. Such a simulation can bersas an estimation
for those markings that are not observable by the obsenieg lm®nsidered. The
simulation should only be carried out when an estimationafbthe places exists
and the residual is not significant. Fig. 7(b) shows the dimiuof the estimation
obtained by this strategy.
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Suitable observer with minimum residual
\ T T T T T T T T T
— mip1]
- mip2]
114 «— omerl == m[p3] 7
omcrl
omcr2
1k - — omcr3 4

Combine observer and Simulation
T T

— m[p]]

11

oof /

0.8

0.71

0.5

,,'14——« obss3

0.4 78 | | | | | | | |
0.5 1 15 2 25 3 3.5 4 4.5 5

(b)

Fig. 19.7 The marking evolution is given bfm[pi], m[pz], m[ps]). (@) The estimate of the mini-
mum residual and coherent observefascrl, omcr2, omcr3) . (b) The estimate of the observer
that makes use of a simulation(isbsd, obs®, obssS).
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One of the main advantages is that the residual does notisergharply when
the mode of the system changes. Another interesting fe&uieat the use of a
simulation allows one to estimate the marking of placesithabme modes are in
principle not observable: in Fig. 7(b) it can be seen thamtiaeking of p, can be
estimated, even when it is unobservable due to configura@tidoeing active.

19.7 Diagnosis using Untimed CPNs

Let us now consider untimed CPN (séaapter 1&or a short introduction and the
differences among the timed and untimed models). Obsdityadid state estima-
tion problems in systems modeled by@amtimedCPN have also been studied [15].
Nevertheless, in this case it is assumed that the initiakimgris known (and not
unknown as in previous sections) and the set of transitisnmartitioned in two
subsetsobservable(T, € T) andunobservabldransitions Ty C T, ToN'T, = 0)
(hence transitions are observed and not places). When amnvalbte transition fires,
its firing quantity is measured/observed. From the initiarking and given a se-
guence of observed transitions each one with a given firingua it is impossible
to uniquely determine the actual marking because the unedisle transitions can
fire intercalated with the observable transitions. All niags in which the net may
be given the actual observation is called sie¢ of consistent markings

Proposition 6. [15] Let (.4",my) be a CPN system wherd” = (P, T, Pre, Post)
and T= T, UT,. Assume that the net system obtained frafmemoving all transi-
tions T, has no spurious solution (solution of the state equatiorcbutesponding to
unreachable markings). Given an observed wefd1)tz(02). .. tk(ok) with § € To
Vi=1,...,k, the set of consistent markings is convex.

Based on this proposition, an iterative algorithm has bé/eéf15] in order to
characterize the set of consistent markings after an oasemnwordw. The main
idea of the algorithm is to start from each vertex of the prasiset and compute the
vertices of some polytopes. Taking the convex hull of all newtices, the new set of
consistent markings is obtained. The computational coxitglef the algorithm is
exponential because requires the computation of vertitgshe compact represen-
tation as a convex polytope is a real advantage. The fluidizatlows us to relax
the assumption, common to all the discrete event systenmd&g approaches, that
there exist no cycle of unobservable transitions.

Fault diagnosis problem has been consideréthiapter 13n the case of discrete
Petri nets. Similarly, let us assume that a certain numb@nofmaloudor fault)
behaviors may occur in the system. The occurrence of a fablidor corresponds
to the firing of an unobservable transition, but there may bésother transitions that
are unobservable as well, but whose firing corresponds tdaefehaviors. Then,
assume that fault behaviors may be divided intoain classesféult classey and
we are not interested in distinguishing among fault eventiseé same class. Usually,
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fault transitions that belong to the same fault class anesttians that represent
similar physical faulty behavior.
This is modeled in PN terms assuming that the set of unobiskertr@nsitions is
partitioned into two subsets
Tu= Tt UTreg,

whereT; includes allfault transitions andreg includes all transitions relative to
unobservable butegular eventsThe setT; is further partitioned inta subsets,
namely,

T =THUTAU...UTf

where all transitions in the same subset correspond to the &ault class. We will
say that the-th fault has occurred when a transitionTihhas fired.

Definition 8. Let (.#",mg) be a CPN systenT, = T, U T, andw an observed word.
A diagnoseris a function

AT < {THTA ... THY = {N,U,F}

(whereT; denotes the possible sequences obtainable combining retenmeT,,

where each sequence is characterized by the firing amouatktbé transitions in
it) that associates to each observatioand to each fault cIas'Efi, i=1...,r,a
diagnosis state

o A(W,T{)=Nifthei'" faultcannot have occurredhis is true ifnoneof the firing
sequences consistent with the observation contains faakitions of class

e A(w,T)=U if a fault transition of clas$ may have occurred or not.e., it is
uncertain, and we have no criteria to draw a conclusion mréspect.

o A(w, Tf‘) = F if the it" fault has occurredsince all fireable sequences consistent
with the observation contain at least one fault transitibcl@ssi. [ |

Thus, state®N andF correspond to “certain” states: the fault has not occurred
or it has occurred for sure; on the contrary statés an “uncertain” state: the fault
may either have occurred or not. Given an observation, thgndisis state is com-
puted solving two LPPs. Since the set of consistent marldngpnvex, it can be
characterized by a set of vertices. Each vertex of the sebmdistent markings is
reached from the initial marking by firing the observed warglus, eventually,
some unobservable transitions. Moreover, after the obaienw, other unobserv-
able transitions may fire. For a given observed waydhe vectors of unobservable
transitions that are fired in order to enable transitionw or afterw are calledireable
firing sequences consistent with the observaticand are denoted by(mg, w).

Proposition 7. [15] Consider an observed word @ T; and Y(mp, w) be the poly-
tope containing all fireable sequences consistent with beervation w. Let
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li=min % p(t) (u=max} p(t)
teT teT]

st. st.

p €Y (mg,w) p €Y(mo,w).

(19.12)

It holds:

AwT)=N&<uy=0
AWwWT)=U < [=0Au>0
AWT))=F < 1;>0.

19.8 Further readings

For timed continuos Petri nets under infinite server serosutlie problem of sen-
sor placement has been considered in [12]. It is assumeckétdt place can be
measured using a sensor, each sensor having associated @hsoproblem is to
decide the set of places with minimum cost ensuring the ebbdity of the sys-
tem. Since the observability is a global property, the bfatee algorithm has an
exponential complexity because has to consider all conibimaof places. Some
properties permitting to reduce this complexity have beewexd in [12]. A similar
problem but using a geometrical approach has been condidef&] where some
results in [12] received a different perspective. An obabitity problem for this fir-
ing semantics has been considered also in [10] using a tkstinee model. In this
case the problem was to estimate the firing flow of transitans not the marking
of the places.

In the case of timed CPN und&nite server semantidke problem has not been
considered in literature. However, for a similar semantibe continuous part of
so calledFirst Order Hybrid Petri Netq42], a timed reachability problem has been
considered in [13]. The observation problem reduces taichééng the set of mark-
ings, in which the net may be at a given time. It is shown undgckvconditions
the reachability set of the timed net under finite server sgitgcoincides with that
of the untimed one and a procedure to compute the minimumeimsaring that the
set ofconsistent markingis equal to the reachability set of untimed system is given
for some net classes.

Different problems regarding observability of CPNs desexxmore deep study.
For example, to check the distinguishability of two confagfions, there exists no
necessary and sufficient criterion. Moreover, the concapthe extended to more
than two configurations. In the case of redundant regiorsstituctural symmetry
can be considered and, in many cases, such symmetry willucona redundant
linear systems. In the case of state estimation of untimed, @Bw approaches can
be studied in order to decrease the complexity of the actgatithms.
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