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Abstract—Optimally controlling a hybrid system is a challenging problem for which mainly continuous-time and discrete-time methods have been suggested. In this paper, the problem of optimal control is addressed in the framework of continuous Petri nets, a kind of hybrid systems whose state evolution is piecewise linear. The proposed approach consists of transforming the continuous Petri net into an equivalent hybrid system whose evolution is described by means of discrete-event steps. In particular, each step coincides with the occurrence of an event in the continuous Petri net. Thus, the number of steps required to know the behavior of the Petri net is minimum, while the accuracy is completely preserved. It is shown how to design a Mixed Integer Linear Programming problem in order to compute the optimal control solution of different performance criteria.

I. INTRODUCTION

The study of hybrid systems is becoming a field of increasing importance due to its large number of applications. A hybrid system can be seen as an interaction of a continuous time system and a discrete event system. The issue of optimal control for hybrid systems has recently attracted the attention of many researches. The different approaches taken to face the problem of optimal control can be roughly divided into two groups: those using continuous-time hybrid models and those using discrete-time hybrid models. Regarding continuous-time hybrid models, the main considered issues are the study of necessary trajectories to be optimal and the computation of optimal control laws by means of Hamilton-Jacobi-Bellman equations or the maximum principle. With respect to discrete-time hybrid models, a solution to optimal control problems was proposed in [4].

Time discretization has two important drawbacks: 1) The length of the sampling period is not easy to define. There exists a tradeoff between accuracy (short sampling period) and computational speed (long sampling period). In fact, the complexity typically grows exponentially with the number of switching variables, and these, for a given time interval, are inversely proportional to the length of the sampling period. 2) It is assumed that events can occur only at time instants that are multiple of the sampling period.

Ideally, one would like to deal with a model that requires a minimum number of steps (samples) without loss of accuracy. Consider for instance the following hybrid system expressed in continuous-time:

\[
\begin{align*}
\dot{x} &= 2 + 2 \cdot u \quad \text{if } x < 8 \\
\dot{x} &= 1 + 1 \cdot u \quad \text{if } x \geq 8
\end{align*}
\]

(1)

and discretize it with a sampling period of one time unit:

\[
\begin{align*}
x(k+1) &= x(k) + 2 + 2 \cdot u \quad \text{if } x < 8 \\
x(k+1) &= x(k) + 1 + 1 \cdot u \quad \text{if } x \geq 8
\end{align*}
\]

(2)

Let us assume that we are interested in the time optimal control problem of driving the system from the origin, \(x(0) = 0\), to the target state \(x = 14\) in minimum time. An optimal control for this problem is: \(u(0) = 1 (x(1) = 4), u(1) = 1 (x(2) = 8), u(2) = 2 (x(3) = 11), u(3) = 2 (x(4) = 14)\). Now suppose that the system has not been discretized with respect to time, but that the end of each sampling period of the model coincides with the occurrence of an event, i.e., a switch in the dynamics of the system. The time elapsed between events is now a real variable \(q\). Such a model may be classified as event-driven. If that model could be created the time optimal control to reach \(x = 14\) would be: \(u(0) = 1 \quad \text{during } q(0) = 2 \text{ time units } (x(1) = 8), u(1) = 2 \quad \text{during } q(1) = 2 \text{ time units } (x(2) = 14)\). That is, only two steps are necessary. In fact, given the linearity of the system, its whole evolution can be derived from the state at the event instants, and therefore steps 1 and 3 of the discrete-time model could be avoided.

The idea of optimal control via event-driven models is a relatively novel approach for controlling hybrid systems (see for example [10]). In this paper, such an approach is presented and applied to the model of continuous Petri nets (PN). Continuous PNs offer a great modelling power and represent the continuous relaxation of the original discrete PNs. This relaxation allows to face the state explosion problem inherent to large discrete systems.

The rest of the paper is organized as follows: In Section II, continuous Petri nets are presented. It will be seen that under a given firing semantics, continuous Petri nets can be considered as piecewise linear systems. Moreover, it will be shown how input actions can be introduced into the model in order to control it. Section III is concerned with the transformation of a continuous Petri net into a novel event-based Mixed Logical Dynamical System (eMLD) [4], a class of hybrid models that is very suitable for optimization.
purposes. The most important feature of this transformation is that the obtained eMLD system switches its continuous-time dynamics if and only if an event occurs in the original continuous Petri net. In Section IV, it is shown how optimal control problems can be solved by using Mixed Integer Linear Programming techniques. Conclusions are drawn in Section V.

II. CONTINUOUS PETRI NETS

In the following it is assumed that the reader is familiar with Petri nets (PNs) (see [8], [5] for example). The usual PN system will be denoted as \( \langle \mathcal{N}, m_0 \rangle \), where \( \mathcal{N} = \langle P.T, \text{Pre}, \text{Post} \rangle \) represents the net graph and \( m_0 \) is the initial marking. The sets \( P \) and \( T \) contain respectively the \( n \) places and \( s \) transitions of the net. Matrices \( \text{Pre} \) and \( \text{Post} \) contain respectively the input and output arc weights of transitions. All the Petri net systems to be considered are continuous. A continuous systems is understood as relaxation of a discrete system. The main difference between continuous and discrete PNs is in the firing count vector and consequently in the marking, which in discrete PNs are restricted to be in the naturals, while in continuous PNs are relaxed into the non-negative real numbers. The marking of a place can be seen as an amount of fluid being stored, and the firing of a transition can be considered as a flow of this fluid going from a set of places (input places) to another set of places (output places).

Considering an untimed PN system, it will be said that transition \( t \) is enabled at marking \( m \) iff for every \( p \in \bullet t \), \( m[p] > 0 \), and its enabling degree is \( \text{enab}(t,m) = \min_{p \in \bullet t} \{m[p]/\text{Pre}[p,t]\} \). The firing of \( t \) in a certain amount \( \alpha \leq \text{enab}(t,m) \) leads to a new marking \( m' = m + \alpha \cdot \mathbf{C}[T,t] \), where \( \mathbf{C} = \text{Post} - \text{Pre} \) is the token flow or incidence matrix. Hence, as in discrete systems, the state (or fundamental) equation \( (\mathbf{m} = \mathbf{m}_0 + \mathbf{C} \cdot \mathbf{s}) \) summarizes the way the marking evolves.

A. Timed systems

For the timing interpretation of continuous PNs a first order (or deterministic) approximation of the discrete case [9] will be used, assuming that the delays associated to the firing of transitions can be approximated by their mean values. Then, the state equation has an explicit dependence on time \( \mathbf{m}(\tau) = \mathbf{m}_0 + \mathbf{C} \cdot \mathbf{s}(\tau) \). Deriving with respect to time, \( \dot{\mathbf{m}}(\tau) = \mathbf{C} \cdot \dot{\mathbf{s}}(\tau) \) is obtained. Let us denote \( \mathbf{f} = \dot{\mathbf{s}} \), since it represents the flow of the transitions.

Different semantics have been defined for continuous PNs, the most important being infinite servers [9] and finite servers [1]. In this paper finite server semantics will be considered. Under finite server semantics, the flow vector, \( \mathbf{f} \), is piecewise constant, and therefore the marking evolution is piecewise linear. The vector \( \mathbf{f} \) keeps constant until an event occurs. Between events, the system is said to be at a invariant behavior state (IB - state) [1]. In continuous PNs an event occurs only when a place becomes empty. Thus, the number of potential IB - states equals the number of sets of places that can be empty. In principle, each place can be empty or not empty, hence the number of potential IB - states for a general system with \( n \) places is \( 2^n \). However, the number of potential IB - states is usually not so big, since initially marked p-semiflows ([8], [5]) cannot be emptied.

Under finite firing semantics, every transition, \( t \), has associated a real parameter \( \lambda[t] > 0 \) that is the maximum flow of the transition. Intuitively, if a transition is seen as a valve through which a fluid passes, \( \lambda \) can be seen as the maximum flow admitted by the valve. In contrast to [3] no lower bound for the flow of the transitions is specified, thus the minimum flow of every transition is 0. A transition, \( t \), is strongly enabled if every input place of \( t \) is marked or \( t \) has no input places. If \( t \) is strongly enabled then \( \mathbf{f}[t] = \lambda[t] \). A transition, \( t \), is weakly enabled if one or more input places of \( t \) are empty and receiving an input flow from some of their input transitions, and the rest of input places of \( t \) are marked. The flow of the weakly enabled transitions has to be defined in such a way that the nonnegativity of the marking is assured. The computation of an admissible \( \mathbf{f} \) is not trivial when several empty places appear. In [2], an iterative algorithm is suggested to compute one admissible \( \mathbf{f} \). In this paper, \( \mathbf{f} \) will be computed in a similar way to [3] where the set of admissible \( \mathbf{f} \) is characterized by a set of linear inequalities. We will choose an \( \mathbf{f} \) that fulfills the system of linear inequalities and maximizes \( \sum_{i=1}^{s} \mathbf{f}[t_i] \). We will consider that all the transitions have the same priority.

If a transition is neither strongly nor weakly enabled its flow is 0.

Let us consider the system in Figure 1(a). The only input place of \( t_1 \) is marked, hence it is strongly enabled and \( \mathbf{f}[t_1] = \lambda[t_1] = 2 \). The evolution of \( \mathbf{m}[p_1] \) is given by \( \mathbf{m} = \lambda[t_2] - \lambda[t_1] = -1 \). At time 1, \( p_1 \) becomes empty, i.e., an event occurs, and \( t_1 \) becomes weakly enabled. Now, the maximum flow admitted by \( t_1 \) is 1, a greater flow will cause \( \mathbf{m}[p_1] \) to be negative. Being \( \mathbf{f}[t_1] = 1 \), \( p_1 \) remains empty. Now \( p_1 \) can be seen as a tube instead of a deposit and no more events occur. For arbitrary values of \( \lambda[t_1] \) and \( \lambda[t_2] \), the flow of \( t_1 \) when \( p_1 \) is empty is defined as \( \mathbf{f}[t_1] = \min(\lambda[t_1], \lambda[t_2]) \).

\[
\begin{align*}
\lambda[t_2] &= 1 \\
\lambda[t_3] &= 3 \\
\lambda[t_1] &= 2
\end{align*}
\]

Fig. 1. (a) Transition \( t_1 \) becomes weakly enabled at \( \tau = 1 \). (b) Transitions \( t_1 \) and \( t_2 \) become weakly enabled at \( \tau = 2 \).

Transitions \( t_1 \) and \( t_2 \) of the system in Figure 1(b) are strongly enabled for the given initial marking \( \mathbf{m}[p_1] = 2 \). After two time units, \( p_1 \) becomes empty and \( t_1, t_2 \) become...
weakly enabled. At this point, it has to be decided how to split the input flow, \( \lambda[t_3] \), coming into \( p_1 \). Since we are considering that \( t_1 \) and \( t_2 \) have the same priority, half of the flow should be routed to \( t_1 \) and half to \( t_2 \). Unfortunately, the maximum flow of \( t_1 \), \( \lambda[t_1] = 1 \), is smaller than \( \lambda[t_3]/2 \). To solve this situation, the flow that cannot be consumed by \( t_1 \), \( \lambda[t_3]/2 - \lambda[t_1] \), is routed to \( t_2 \). This results in \( f[t_1] = 1 \) and \( f[t_2] = 2 \). The explicit analytic expressions for \( f[t_1] \) and \( f[t_2] \) with arbitrary \( \lambda[t_1] \) and \( \lambda[t_2] \) and \( \lambda[t_3] \) when \( m[p_1] = 0 \) are \( f[t_1] = \min(\lambda[t_3]/2 + \max(0, \lambda[t_3]/2 - \lambda[t_2]), \lambda[t_1]) \) and \( f[t_2] = \min(\lambda[t_3]/2 + \max(0, \lambda[t_3]/2 - \lambda[t_1]), \lambda[t_2]) \).

**B. Controlled systems**

Control actions can be introduced into the model in order to modify the autonomous timed evolution of the system. In continuous PNs these actions are applied to the transitions of the net. A transition \( t \) is controllable when its flow can be slowed down in a quantity that depends on the input, \( u[t] \), applied to it. The value \( u[t] \) is positive and upper limited by \( \lambda[t] \). An action \( u[t] \) on the transition \( t \) can be seen as if the valve associated to \( t \) was closed in an amount \( u[t] \).

The way of computing \( f \) is analogous to the one shown in Subsection II-A, being now the maximum flow allowed by \( t \), \( \lambda[t] - u[t] \). Hence, if transition \( t \) is strongly enabled then \( f[t] = \lambda[t] - u[t] \). If \( t \) is weakly enabled \( f[t] \) will be computed considering \( \lambda[t] - u[t] \) the upper bound for the flow of \( t \). If \( t \) is neither strongly nor weakly enabled \( f[t] = 0 \).

To show how input actions modify the evolution of a system, let us apply the input action \( u[t_1] = 0.5 \) to the system in Figure 1(a). Since, transition \( t_1 \) is initially strongly enabled, its flow will be \( f[t_1] = \lambda[t_1] - u[t_1] = 1.5 \). After two time units \( p_1 \) becomes empty. Hence, the maximum flow allowed by \( t_1 \) is the input flow coming to \( p_1 \), that is 1. Now, every input action on \( t_1 \) ranging from 0 to 1 has no effect on the system evolution. However, if \( u[t_1] \) is greater that 1, the flow of \( t_1 \) will be slowed down. For example, if \( u[t_1] = 1.5 \), the flow of \( t_1 \) will be \( f[t_1] = 0.5 \), and consequently \( p_1 \) will start to fill. The analytic expression for \( f[t_1] \) with arbitrary \( \lambda[t_1] \) and \( \lambda[t_2] \) when \( p_1 \) is empty is \( f[t_1] = \min(\lambda[t_1] - u[t_1], \lambda[t_2] - u[t_2]) \).

Similarly, for the system in Figure 1(b), if \( m[p_1] > 0 \) then \( f[t_1] = \lambda[t_1] - u[t_1] \) and \( f[t_2] = \lambda[t_2] - u[t_2] \). If \( m[p_1] = 0 \) then \( f[t_1] = \min((\lambda[t_3] - u[t_3])/2 + \max(0, (\lambda[t_3] - u[t_3])/2 - (\lambda[t_2] - u[t_2])), (\lambda[t_1] - u[t_1]) \) and \( f[t_2] = \min((\lambda[t_3] - u[t_3])/2 + \max(0, (\lambda[t_3] - u[t_3])/2 - (\lambda[t_1] - u[t_1])), (\lambda[t_2] - u[t_2])) \).

**III. Modelling Continuous Petri Nets as Event-Driven Mixed Logical Dynamical Systems**

**A. Mixed Logical Dynamical systems**

Mixed logical dynamical (MLD) systems [4] are computationally oriented representations of hybrid systems. They consist of a set of linear equalities and inequalities involving both real and Boolean \((0,1)\) variables. An MLD system is described by the following relations:

\[
x(k+1) = Ax(k) + B_1u(k) + B_2\delta(k) + B_3z(k) + B_5
\]

\[
y(k) = Cx(k) + D_1u(k) + D_2\delta(k) + D_3z(k) + D_5
\]

\[
E_2\delta(k) + E_2z(k) \leq E_1u(k) + E_2x(k) + E_5
\]

where \( x \in \mathbb{R}^n \times \{0,1\}^m \) is a vector of continuous and binary states, \( u \in \mathbb{R}^n \times \{0,1\}^m \) are the inputs, \( y \in \mathbb{R}^r \times \{0,1\}^m \) are the outputs, \( \delta \in \{0,1\}^m \), \( z \in \mathbb{R}^r \) represent auxiliary binary and continuous variables, respectively, and \( A, B_1, B_2, B_3, C, D_1, D_2, D_3, E_1, E_2, E_3, E_4, E_5 \) are matrices of suitable dimensions. Given the current state \( x(k) \) and input \( u(k) \), the evolution of (3)-(5) is determined by solving \( \delta(k) \) and \( z(k) \) from (5) and then updating \( x(k+1) \) and \( y(k) \) from (3) and (4). It is assumed that the system (3)-(5) is completely well-posed [4], which means that for all \( x(k), u(k) \) within a given bounded set the variables \( \delta(k), z(k) \) are defined by (5) in a unique way.

Several conversion laws exist that allow to transform logic relations into mixed-integer inequalities. For example the threshold condition

\[
\delta = 1 \iff [a \cdot x + b \cdot u + c \geq 0]
\]

where \( \delta \in \{0,1\} \), \( a, b, c, x, u \in \mathbb{R} \) can be equivalently expressed as:

\[
\begin{align*}
\begin{cases}
  a \cdot x + b \cdot u + c \leq M \cdot \delta \\
  a \cdot x + b \cdot u + c \geq m \cdot (1 - \delta)
\end{cases}
\end{align*}
\]

where \( M, m \) are upper and lower bounds, respectively, on \( a \cdot x + b \cdot u + c \). In a similar way, the semantics of the common relation

**IF \( \delta \) THEN \( z = a_1 \cdot x + b_1 \cdot u + c_1 \) ELSE \( z = a_2 \cdot x + b_2 \cdot u + c_2 \)**

which links Boolean to continuous variables, can be expressed with the following set of inequalities:

\[
\begin{align*}
\begin{cases}
(m_2 - M_1) \cdot \delta + z \leq a_2 \cdot x + b_2 \cdot u + c_2 \\
(m_1 - M_2) \cdot \delta - z \leq -a_2 \cdot x - b_2 \cdot u - c_2 \\
(m_1 - M_2) \cdot (1 - \delta) + z \leq a_1 \cdot x + b_1 \cdot u + c_1 \\
(m_2 - M_1) \cdot (1 - \delta) - z \leq -a_1 \cdot x - b_1 \cdot u - c_1
\end{cases}
\end{align*}
\]

where \( \delta \in \{0,1\} \), \( a_1, b_1, c_1, a_2, b_2, c_2, x, u, z \in \mathbb{R} \) and \( M_i, m_i \) are upper and lower bounds on \( a_i \cdot x + b_i \cdot u + c_i \), \( i = 1,2 \). Further details on these and other conversions can be seen for example in [7]. These transformations allow MLD systems to model a great variety of hybrid systems.

Usually, in an MLD system \( k \) represents a time-step counter, and the length of the time step is constant. It is common that the shorter the time step the greater the accuracy of the model. Clearly, the main drawback of having a very short time step is that many steps may be required to study the evolution of the system during a given time interval. Assuring good accuracy while minimizing the number of steps is a good criterion to choose the length of the time step.
B. Continuous Petri net as event-driven Mixed Logical Dynamical systems

We will show how to use the MLD transformation machinery (see e.g. [11]) in order to describe the behavior of a non-controlled continuous PN. In a non-controlled system no input actions are considered, and therefore, the value of \( f \) is constant between events and depends only on the IB - state of the net. By treating each step \( k \) as the occurrence of an event in the continuous PN rather than the elapse of a sampling period, we will transform the continuous PN into an event-based mixed logical dynamical (eMLD) system. In other words, after each step a place becomes empty. Observe that this approach has two interesting advantages:

- Event-discretization does not imply loss of accuracy: The marking evolution of a continuous PN is linear between events, and so it can be determined from the marking of the net at the event instants.
- The number of steps is minimized: A step happens only when it is really required (an event happens).

Clearly, this implies that the length of the period cannot be constant but depends on the IB - state of the net. By treating each step \( k \) as the occurrence of an event in the continuous PN rather than a time-drive one. The time period will be a real variable of the eMLD system expressing the length of the interval between two events.

The steps to convert a continuous PN into the aforementioned eMLD system are the following:

1) Identify the potential IB - states of the continuous PN. That is, the potential dynamics that may rule the evolution of the system. For example, the system in Figure 4 has four potential IB - states: a) \( m[p_1] > 0, m[p_2] > 0 \), b) \( m[p_1] > 0, m[p_2] = 0 \), c) \( m[p_1] = 0, m[p_2] > 0 \), d) \( m[p_1] = 0, m[p_2] = 0 \).

2) Describe the behavior of the PN under each IB - state. This is equivalent to define the flow of the transitions under each IB - state. See subsection II-A for the expressions defining the flows of the transitions of the system in Figure 1(b).

3) Define the evolution of the marking. As seen in Subsection II-A, the derivative of the marking is given by the incidence matrix multiplied by the flows of the transitions. This has to be included in the set of equations of the eMLD system. For the system in Figure 1(b), the equation defining the evolution of the marking is: \( m(k+1) = m(k) + q \cdot (f[2] - f[1]) \), where \( q \) is the real variable storing the time elapsed between events \( k \) and \( k+1 \).

4) Force that at least one place becomes empty at the occurrence of the next event. To achieve this, a Boolean variable per place can be defined. The Boolean variable becomes true iff the place at event \( k \) is marked and becomes empty after \( q \) time units. By means of equation (5) it is easy to force that the sum of these Boolean variables is positive, i.e., at least one place becomes empty.

The task of transforming and event-driven model describing a continuous PN into an eMLD system in the form of (3) is greatly eased by HYSDEL [11] (HYbrid System DEscription Language). Basically, HYSDEL allows one to describe a hybrid system in textual form and outputs the matrices of the equivalent MLD form.

Consider the system in Figure 2(a) with \( \lambda = (1.5 \ 1 \ 2) \) and \( \underline{m}_0 = (0 \ 0 \ 3) \). The system is transformed into eMLD form following the tasks described above. Only two steps are necessary to reach the steady state marking. The length of the first two intervals is respectively \( q(1) = 3 \) and \( q(2) = 9 \). The evolution of the system is depicted in Figure 2(b). After the second step, i.e., event, \( p_1 \) and \( p_3 \) become empty and the system dies, that is, the flow of every transition is zero in the steady state.

IV. OPTIMAL CONTROL USING MIXED INTEGER LINEAR PROGRAMMING

A. Obtaining a Mixed Integer Linear Programming

The eMLD system obtained in the previous section must be slightly modified in order to take into account the effect of the control actions in the marking evolution. As explained in Subsection II-B, when a transition \( t \) is controllable its flow, \( f[t] \), depends on the input action \( u[t] \) applied to it. We will assume that the control actions are constant between events. Notice that this constraint is not very strong since the effect of a non constant \( u[t] \) is equivalent to the effect of a constant \( u[t] \) with the same integral.

Let us consider again the system in Figure 1(a) with \( \underline{m}_0[p_1] = 1 \). Suppose that transition \( t_1 \) is controllable. Now, the flow of \( t_1 \) is \( f[t_1] = \lambda[t_1] - u[t_1] \) and the marking evolution of \( p_1 \) from event \( k \) to \( k+1 \) is \( m(k+1) = m(k) + q \cdot (f[t_2] - f[t_1]) = m(k) + q \cdot (\lambda[t_2] - \lambda[t_1] - u[t_1]) \).

Thus, the equation defining \( m(k+1) \) becomes nonlinear since both \( q \) and \( u[t_1] \) are real variables. Such an equation cannot be included directly in an eMLD system. A way of overcoming this situation is to define a new real variable \( h[t_1] \) as follows: \( h[t_1] = q \cdot u[t_1] \). Hence, \( f[t_1] = q \cdot \lambda[t_1] - h[t_1] \). That is, there does not exist an explicit input variable but two real variables \( q \) and \( h[t_1] \) from which the value of \( u[t_1] \) can be obtained.

The input action on a controllable transition, \( u[t] \), must be bounded by 0 and \( \lambda[t] \). Equation (5) can be used to express
these bounds. For example, for the system in Figure 1(a) the equation $0 \leq h_{t1} \leq q \cdot \lambda_{t1}$ must be added.

The following step after introducing the input actions into the eMLD system is to define the function to be optimized. We will focus on linear optimization functions. The optimization variables that can be included in that function are: $q$, $h$, $m$ or any other Boolean or real variable that can be linearly originated from these ones. Furthermore, if desired, the eMLD formalism allows one to add constraints on the mentioned variables by means of Equation (5). This all leads to a multivariable optimal control problem that can be expressed as:

$$
\min f : [m(0), \ldots, m(N), h(0), \ldots h(N), z(0), \ldots z(N), \delta(0), \ldots \delta(N)]
\text{s.t.}
\begin{align*}
E_1 \delta(k) + E_2 z(k) &\leq E_3 u(k) + E_4 x(k) + E_5 \\
E_3 &\in \mathbb{Z}
\end{align*}
$$

Note that the duration of each period is stored in the real variable $q$, that is part of the vector of real auxiliaries variables $z$. This control problem is defined for a horizon of $N$ steps. It can be seen as a Mixed Integer Linear Programming (MILP) problem where the integer variables can only be 0 or 1. See [6] for a review of methods to solve MILP problems. The solution of the programming problem contains the input actions that have to be applied to the continuous PN in order to optimally control it.

**1) Time optimal control:** Consider the system in Figure 4 where $m_0 = (4 2)$, $\lambda = (2 4 3 2)$ and the controllable transitions are $t_1$ and $t_2$. Let us consider the optimal control problem of reaching the target marking $m = (0 5)$ in minimum time. Hence the function to minimize in (10) is $\sum_{i=0}^{N} q(i)$. It is obtained $u(t_1)(0) = 0, u(t_2)(0) = 2.4286$ and the duration of the step is $q(0) = 7$. The target marking is reached in one step. If it is desired to know the steady state control at the target marking, it is only necessary to force the marking in the last period to be constant. The steady state control obtained is $u(t_1) = 1, u(t_2) = 2$.

The inclusion of auxiliary Boolean variables in (10) allows one to define more elaborated optimization functions that may be useful in real situations. For example, for the system in Figure 4, a Boolean variable per place can be defined in the following way: The Boolean variable associated to $p_1$ (respectively $p_2$) is true if the target marking of $p_1$ (respectively $p_2$) has been reached. By using these Boolean variables, it is possible to assign different priorities to different places, e.g., to favor a certain place. Assume that a penalty of 3 (respectively 1) units is obtained per time unit elapsed without reaching $m[p_1] = 0$ (respectively $m[p_2] = 5$). An optimal control problem that minimizes the sum of penalties yields the following control: $u(t_1)(0) = 0, u(t_2)(0) = 1$ during the first step of $q(0) = 2$ units reaching $m(1) = (0 0)$ and $u(t_1)(1) = 0, u(t_2)(1) = 3$ during the second step of $q(1) = 5$ units reaching $m(2) = (0 5)$.

**B. Optimality Criteria**

The optimization examples of this Subsection show how different kinds of optimal control problems are solved by means of the explained event-driven approach. The control problems have to do with reaching a target marking in minimum time, i.e., time optimal control, maximizing the steady state throughput and maximizing an optimization function in which several different parameters are involved.
the flow of the transitions is as high as possible. To do this, an optimization function including markings and flows is required steps is minimized while accuracy is completely preserved. To obtain such a hybrid model, continuous Petri nets are transformed into event-based mixed logical dynamical models with some particular features. Using the latter models and a linear optimization function is possible to find the input actions that optimally control the original continuous Petri net by solving a mixed integer linear programming problem.
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**Fig. 5.** A small manufacturing system.

Furthermore, it would be nice to reach the steady state marking as soon as possible. For this control problem, an adequate optimization function to be maximized is $k \cdot (m[p_1](N) + m[p_4](N)) + k' \cdot (f[t_1](N) + f[t_2](N)) - \sum_{i=0}^{N} q(i)$ with $k, k'$ big enough to ensure that the marking of places and flows have priority (in our case it is enough $k, k' \geq 10$). The obtained control with $k = k' = 10$ is: $u[t_1](0) = 2, u[t_5](0) = 2$ with $q(0) = 0.2$ reaching $m(1) = (5.2 4 0 1.6 2.4), u[t_1](1) = 0, u[t_4](1) = 2$ with $q(1) = 0.8$ reaching $m(2) = (5 0 0 4 0)$ that is a steady state marking with the inputs $u[t_1](2) = 0, u[t_4](2) = 0.5$.

The control problems presented in this Section were solved by a PC Pentium IV 2.6 Ghz using the GLPK (GNU Linear Programming Kit) package solver running under Matlab 6.5. The optimal solutions were always found in less than 3 minutes.

**V. CONCLUSIONS**

The problem of optimally controlling a class of hybrid systems has been studied. The main concern of the paper is to overcome the drawbacks that appear when considering discrete-time models. That is, loss of accuracy when using a too long period and high computational load when using a too short period.

The hybrid model on which the study has been focused is the class of continuous Petri nets under finite firing semantics. The dynamics of a continuous Petri net is piecewise linear. Events are triggered by changes in the marking (a place becomes empty) producing a switch in the system dynamics. Input actions have been explicitly introduced into this model and their effect in the evolution of the system has been defined.

The main effort is to obtain a hybrid model with an event-based discretization. That is, each step of the system coincides with the occurrence of an event. Given that the evolution of continuous Petri nets is linear between events, the whole trajectory of the system can be computed from the marking at event instants. In this way, the number of required steps is minimized while accuracy is completely preserved. To obtain such a hybrid model, continuous Petri nets are transformed into event-based mixed logical dynamical models with some particular features. Using the latter models and a linear optimization function is possible to find the input actions that optimally control the original continuous Petri net by solving a mixed integer linear programming problem.