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Background: Many biological systems exhibit sustained stochastic oscillations in their steady state. Assessing these
oscillations is usually a challenging task due to the potential variability of the amplitude and frequency of the
oscillations over time. As a result of this variability, when several stochastic replications are averaged, the oscillations
are flattened and can be overlooked. This can easily lead to the erroneous conclusion that the system reaches a

Results: This paper proposes a straightforward method to detect and asses stochastic oscillations. The basis of the
method is in the use of polar coordinates for systems with two species, and cylindrical coordinates for systems with
more than two species. By slightly modifying these coordinate systems, it is possible to compute the total angular
distance run by the system and the average Euclidean distance to a reference point. This allows us to compute
confidence intervals, both for the average angular speed and for the distance to a reference point, from a set of

Conclusions: The use of polar (or cylindrical) coordinates provides a new perspective of the system dynamics. The
mean trajectory that can be obtained by averaging the usual cartesian coordinates of the samples informs about the
trajectory of the center of mass of the replications. In contrast to such a mean cartesian trajectory, the mean polar
trajectory can be used to compute the average circular motion of those replications, and therefore, can yield evidence
about sustained steady state oscillations. Both, the coordinate transformation and the computation of confidence
intervals, can be carried out efficiently. This results in an efficient method to evaluate stochastic oscillations.
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Background

Randomness plays a crucial role in the time evolution
of most biological systems [1-3]. This implies that it is
not possible to determine with absolute certainty how a
given biological system will evolve in the future. Thus, one
can at most aim at performing some statistical analyses
to establish the probabilities of the potential future evo-
lutions. This is true for molecular systems, where each
molecule in the system is taken into account, and for
population systems, where molecules and cells are dis-
regarded, and just organisms are considered. This fact
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makes particularly difficult the study of oscillations, which
are essential to understand biological systems as the cir-
cadian clock [4], epidemiological and ecological systems
exhibiting non-seasonal fluctuations [5] (as measless or
chicken pox [6, 7]), gene regulation networks where the
expression levels of proteins fluctuate [8], etc.

Many biological systems are usually defined by a set
of species and a set of reactions. At a given time
instant, the state of the system is given by the num-
ber of individuals of each species, i.e., the state can
be expressed as a vector of natural numbers in which
each component of the vector is associated to a species.
The occurrence of a reaction produces a change in
the state of the system. As deducing the exact occur-
rence time of the reactions is nearly impossible, it is
frequently assumed that they happen at random. This
implies that many biological systems can be considered
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to be inherently discrete and stochastic [1, 9-11],
and the dynamics of the populations involved in these
systems can be appropriately modeled by means of jump
Markov processes on the natural numbers [12].

The master equation associated to these processes
determines accurately the variation over time of the prob-
abilities of the potential states of the system. Unfortu-
nately, the master equation suffers from the curse of
dimensionality and is hardly ever analytically solvable [13].
Thus, alternative approaches must be sought to study the
system dynamics.

A traditional approach consists in considering the reac-
tion rate equation which is given by a system of Ordinary
Differential Equations (ODE) [14—16]. Under some mild
assumptions, the reaction rate equation determines the
time evolution of the expected values of the system pop-
ulations. The reaction rate equation has been intensively
used to model and analyze systems in chemistry, biology
and engineering, and offers the possibility to take advan-
tage of the large existing toolbox for analysis purposes
of dynamical systems described by differential equations
[17]. This approach is also known as continuous approx-
imation, fluid approximation, mean field approximation
and deterministic limit [15, 18]. Notice that the state
trajectories yielded by this approach are continuous and
deterministic, while the system under study is discrete
and stochastic. Although this approach provides accu-
rate results for highly populated systems, it might fail at
capturing important properties, as oscillations, commu-
tations, and stochastic resonance in biological systems
where the number of species is relatively low [5, 19, 20].
In such systems, stochasticity becomes increasingly
important.

An alternative approach is not to solve exactly the mas-
ter equation, which can be computationally prohibitive
even in small systems, but to deal with its first order
moments [13]. When the considered system is nonlinear,
each central moment depends on a higher order moment
what would lead to an infinite number of equations [21].
In order to avoid this problem, the Taylor expansion can
be truncated, or moment closure techniques [22] can be
applied. This approach is computationally efficient and
usually performs well in practice. The limitations of the
approach lie in the difficulty to determine the number of
moments to consider, and the stiff and unstable equations
that can be obtained for high number of moments for
some systems, e.g., a prey-predator system like the one
given by Lotka-Volterra equations.

Another approach is to consider drift and diffusion
terms of continuous populations by means of stochastic
differential equations [23, 24]. The inherent stochastic-
ity of the system can now be captured and transient and
steady state analysis can be carried out. Nevertheless, in
this approach the mathematical model is still continuous
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what could lead to significant inaccuracies when the pop-
ulations of the system are small.

Many dynamical properties of biological systems can
be verified by means of probabilistic model checking
[25, 26], a formal verification technique for stochastic sys-
tems. Based on the specification of a property in temporal
logic, a model of the system is constructed in which each
state represents a possible configuration of the system.
Although model checking techniques have been proved
successful in many application domains, they suffer from
the state explosion problem inherent to many discrete
systems.

The dynamics of a biological system can also be stud-
ied by stochastic simulation algorithms [27, 28]. These
algorithms provide exact samples or replications of the
evolution of the discrete stochastic system. Once sev-
eral replications are computed, statistical analyses can
be performed on the replications to extract quantita-
tive information of interest, e.g., a confidence interval for
the average population of a species in the steady state.
Although stochastic simulation algorithms are increas-
ingly efficient, they can be computationally expensive if
small confidence intervals are required, as this usually
requires a large number of samples.

This work proposes a straightforward procedure to
assess stochastic oscillations of biological systems. More
precisely, the goal of the procedure is to obtain confi-
dence intervals both for the average angular speed and
for the average distance to a given reference point. These
confidence intervals are obtained from a set of repli-
cations obtained by a stochastic simulation algorithm.
Consider several replications of a system exhibiting sus-
tained stochastic oscillations. Given that the replications
are stochastically out of phase, if the trajectories of the
populations of the different replications are averaged, the
resulting trajectory will show damped oscillations and will
eventually converge to a point. In other words, oscillations
cancel out in the averaged trajectory.

In order to overcome this problem, the procedure trans-
forms the original cartesian coordinates of the computed
samples, in which each dimension is associated to a
species, to another coordinate system: polar coordinates
for systems with two species [29], and cylindrical coor-
dinates for systems with more than two species. In these
coordinate systems, the angular coordinate will be com-
puted in such a way that it represents the total angular
distance run by the system, i.e., it is not constrained to
the interval [ 0, 27). Then, instead of computing the carte-
sian average of populations to obtain confidence intervals,
the polar (or cylindrical) average is considered. This way,
the average circular motion of the system state around a
given reference point (or axis) can be computed without
being affected by the replications being stochastically out
of phase. Hence, the use of a polar coordinate system can
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easily uncover stochastic oscillations in the replications
otherwise hidden to the cartesian coordinate system.

Most of the existing methods to detect stochastic oscil-
lations are based on the use of the power spectral density
and the autocorrelation of the time series [30, 31]. Power
spectra are, for instance, used in [32] to explore the rela-
tionship between noisy cycles and quasi-cycles, and in
[33] to assess oscillations of quasi-cycles in discrete-time
models. On the other hand, the autocorrelation function,
together with marginal distributions of population sizes,
is used in [34] to distinguish between noisy cycles and
quasi-cycles, and in [35] to quantify the effect of noise on
a periodic signal. An advantage of the method proposed
here with respect to previous approaches is that it can
detect oscillations in short time series. This is due to the
fact that the method makes use of a description of the sys-
tem dynamics in polar coordinates and, in consequence,
it does not need to find repetitive patterns along the time
series to detect an oscillation.

An alternative method, not based on the power spec-
trum, to evaluate oscillations consists of making use of
probabilistic model checking [36]. This method can pro-
vide relevant quantitative information of oscillations, but
has to deal with the state explosion problem. The method
proposed here does not perform an exhaustive state space
exploration, and hence, it does not suffer from the state
explosion problem.

On the other hand, as discussed in the Methods section,
the ODE given by the reaction rate equation (or deter-
ministic limit) captures the evolution of the expected
values of the cartesian coordinates of the system. Fol-
lowing the ideas presented above, an alternative ODE,
namely ODE (11), can be designed to capture the evo-
lution of the expected values of the polar coordinates.
Such an ODE provides a different perspective of the
system dynamics and can be used to quickly detect
potential stochastic oscillations without the need of
simulation.

The method is described in detailed in the Methods
sections. It is applied on four different case studies in
the Results and discussion section. The obtained average
polar trajectories are compared to the average cartesian
coordinates and to the deterministic trajectory yielded by
the reaction rate equation.

Methods

This section first introduces the notation for the system
parameters and the ODE determining the deterministic
limit of the system under consideration. Then, the assess-
ment of the evolution of affine and quadratic functions
by the deterministic limit is studied. Finally, the method
to evaluate sustained oscillations in stochastic systems is
presented.
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System parameters and deterministic limit

The following parameters are used to describe the sys-
tem dynamics (in these definitions, A; denotes the i
component of vector A).

e 4 € Ndenotes the number of populations (or species).

e 1 € N denotes the number of events (or reactions).

e X(t) € N7, is the state of the system at time t (X;(¢)
denotes the number of elements of population i at
time t) ‘

e v e N7" is the stoichiometry matrix, i.e., 1/ is the
change produced in population i by event j (1/ will
denote the j# column of v, i.e., stoichiometry vector
of reaction j, and v; will denote the i row of v).

e V e R, is the size (or volume) of the system.

o W;: RZO x R.g — Rxg is the transition rate
function, i.e, W;(X(%), V) is the rate associated to
event j for population X(¢) and system size V.

It is assumed that each transition rate function
W;(X(t), V) is a differentiable nonnegative function that
does not depend on time (for readability we will use X
rather than X(¢)). Further, following the notation in [20], it
is assumed that W;(X, V) satisfies the density dependence
condition, i.e, Wi(X, V) = V- wi(X/V), where w;(X/V)
is a nonnegative function of real arguments on the sys-
tem densities. This condition states that if the densities
are kept constant while the system size changes from V'
to V7, then the transition rates change by a factor V'/V.
In the following, W;(X(¢), V) is simplified to W;(X) for
clarity, and densities will be expressed in lowercase, e.g.,
x=X/V.

The system is modeled as a jump Markov process
in which events are exponentially distributed with rates
W;(X). The occurrence of an event j changes the system
state from X to X + V/. Given that all rates are exponen-
tially distributed, the next event time is also exponentially
distributed with rate R(X) = 7:1 W;(X), and the proba-
bility that the next event is event j is W;(X)/R(X).

Given a sample path of a jump Markov process, the
embedded process is the sequence of consecutive states
(X0, x1,x2,... ' .} of the path. From a sequence
(X0, x1,x2,..., xk .. .}, sample paths of the Markov pro-
cess can be built by producing times for each event with
exponentially distributed random variables.

Deterministic limit: Let F; = ;l=1 vfwj(x) be the vec-

tor field for species i, and assume that Z;’zl |vf|wj(x) < 00
and F is Lipschitz continuous, i.e, 3M > 0 such
that |F(x) — F(y)] < Mijx — y|. Then, the deter-
ministic limit behaviour of the system when V tends
to infinity is given by the following ODE [15, 16]:

% = F;(x) = ;’:1 vfwj(x). This ODE can be scaled by
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V to obtain a deterministic continuous trajectory for a
system with size V:

n

ax; i
- =2 i) (1)

j=1

Under the conditions assumed in this section, the limit
trajectory of the system densities, as the populations sizes
tend to infinity, is obtained by the solution of ODE (1).
Although such a continuous and deterministic trajectory
can be meaningful in highly populated systems, it might
disregard relevant phenomena caused by the inherent dis-
crete and stochastic nature of biochemical systems. In fact,
as the limit is never attained in practice, the trajectory
yielded by ODE (1) must be used with caution when eval-
uating the time evolution of functions of interest, e.g., the
evolution of the contagion rate in the epidemic system,
see Fig. 1. In the following, it is shown that affine func-
tions are appropriately evaluated by ODE (1), but more
general functions, as quadratic functions used to measure
distances, are not.

Affine functions and quadratic functions

Affine functions

Let f : RZO — R be an affine function of the type
f(X) = AX + b (for clarity, we avoid the use of transpose
symbols). Let us first evaluate the change rate of f in the
deterministic continuous trajectory provided by ODE (1).

I Det.
6000 I Sto.
5500 | |
o 5000 "»\ I W F“M |
® 4500 i M*u \\ M‘ M \ M /}’

L | .\ \
3000 | ¢ f | ﬂ \v'
2500 \;‘

0 5 10 15 20 25

time
Fig. 1 Deterministic and stochastic evolution of the contagion rate of
the epidemic system. Evolution of the contagion rate according to
ODE (1) (dotted line), and according to a single stochastic replication
of the Markov process (solid line). In contrast to the deterministic
evolution, the stochastic replication exhibits undamped oscillations
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By the chain rule and (1), the total derivative of f with
respect to time is:

df & of dX; & Of [
= = = VWX
dt ~ “~9X; dt Z ax; \ &~ 1"/ X)
i=1 i=1 j=1
q noo
=D A D VWX | = AW X)
i=1 j=1

(2)

where A; is the i element of vector A, and W(X) is a
vector whose jth element is W;(X).

In order to estimate the speed of change of function
f according to the Markov process, we will consider the
expected increase of f produced by the occurrence of an
event, and the average frequency of events. All the con-
sidered expected values are conditional on the current
state. For brevity, E[Af(X)|X] is shortened to E[Af(X)] to
denote the expected increase of f, given X, of the embed-
ded Markov process after the occurrence of an event (A
is the usual finite difference operator). At a given state X,
the expected increase of function f after the occurrence
of an event is the weighted average of the increases of f
produced by the different events:

= Wi(X)
E[AfX)] = Z R’(X)

j=1

(f X+V)—f (X))

" (3)
=> Wi (AX+V)+b—(AX+b))

Given that at X the average number of events per time
unit, i.e, frequency, is R(X), the average speed of change of
f according to the Markov process can be approximated
as:

RXOE[Af(X)] =) Wi(X) (AX + V) +b— (AX + b))
j=1

n q )
=) WX (ZAM,»)
j=1 i=1

n 4
=33 A W0=Av W (X)
j=1 i=1

(4)

Notice that the above equations are essentially the ones
that the Dynkin formula [24] would produce. Hence, the
affine function f is evaluated equally by ODE (1) and the
Markov process (see (2) and (4)). Nevertheless, this is not
the case for a more general function f.
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Quadratic functions
Let f be the product of two affine functions #(X) = CX+u
and g(X) = DX +v,ie, f(X) = h(X)g(X) = (CX)(DX) +

CXv + DXu + uv. The sum CXv 4+ DXu + uv is an affine
function and will be equally evaluated by ODE (1) and the
Markov process, thus, to simplify the presentation we will
assume that # = v = 0 and hence, f(X) = (CX)(DX). By
using (1), and given that f is a product of functions, the
total derivative of f is:

df dhg dg dh 1. dg dX; 1. 9n dx;
i d S a e 2

= ((CX)D + (DX)C) Y v W;(X)
j=1

(5)

As for affine functions, the average speed of change of
f can be approximated by the expected increase of the
Markov process, E[Af(X)] = E[A((CX)(DX))], times the
average number of events per time unit, R(X). By the
product rule of the finite difference operator (the prod-
uct rule of the finite difference operator states: A(hg) =
hAg+gAh+ AhAg) and given that the vector of expected

W;(X)

n
increases of populations is E[AX] = Z / RO the fol-

lowing equality is produced:

RXOE [A((CX)(DX))]
= RX)E[(CX)ADX) + (DX)A(CX) + A(CX)A(DX)]
= R(X)(CX)DE[AX] + R(X)(DX)CE[ AX] + RX)E[A(CX) A(DX)]

= (CX)D Z VW;i(X) + (DX)C Z VW (X) + RX)E[A(CX) A(DX)]
j=1 j=1

= ((CX)D + (DX)C) Y v/ Wj(X) + RX)E[A(CX) A(DX)]
j=1

(6)

From (5) and (6), the following equality showing the dif-
ferent speeds of change resulting from the ODE (1) and
the Markov process is derived:

d
RXOE[A(CX)(DX))] = 7{ +RXOE[A(CX)A(DX)]

Thus, f is, in general, evaluated differently by the ODE
that represents the deterministic limit and the Markov
process. Quadratic functions as f(X) = (CX)(DX) +
CXv + DXu + uv appear naturally when estimating the
evolution of certain reaction rates (as the contagion rate
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in the epidemic system in the Results and discussion
section), the product of populations that could activate
other events, or the squared distance to a given point.
For this last case, it can be shown that the determin-
istic limit underestimates the speed of change of the
squared distance with respect to a point a with coordi-
nates (a1, . ..,aq). Let L,(X) = Z?zl(X,- — a;)?, then, the
speed of change of L, provided by ODE (1) is:

A, dX; & "
= 2X;—a; VWX
— 3Xi dr ; ( a) ; i ]( )

@)

On the other hand, by the chain rule A(z?) = 2zAz +
(Az)? and given that the expected increase of popula-

tion i is E[AX{] Z \/ VIZ’(%), the speed of change of L,

estimated by the Markov process is:

q
ROXOE[ALL(X)] = RXOE [A > X ai)2]

i=1

q
=R(X) Y E[AX; —a)?]
i=1
q
=R(X) Y _E[2(X; — a) AX; + (AX)?]
i=1

q
=RX) ) 20X — a)E[AX]]
i=1

q
+RX) Y _E[(AX)?]

i=1

q
= Z 2(X; —
i=1

a) [ Yo vwi

j=1
q
+RX) Y E[(AX)?]
i=1
(8)
From (7) and (8), the following equality is obtained:
ROOE[AL(X)] = —* 10

i=1

Thus, given that Z E[(AX;)?] > 0, the Markov pro-
cess estimates that the system moves away faster from (or
approaches slower) point a as long as events happen, i.e.,
as long as R(X) > 0. In particular, if a is a fixed point
it holds that % = 0, i.e, the effect of all the events
cancels out, and hence, the trajectory given by the deter-
ministic limit stays constant at a. However, according to
the Markov process events will keep on occurring if a is
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not an extinction point, and hence, the system can move
away from a at an average speed of R(X) Z?zl E[ (AX;)?]
and describe a different trajectory.

Notice that as V increases and tends to infinity while
the concentrations are kept constant, the trajectory of
the jump Markov process will converge to that of the
deterministic limit [15, 16]. Nevertheless, in many sys-
tems of interest, the value of V' cannot be taken as infinity
and just considering the deterministic limit can overlook
important properties of the system dynamics.

Systems with two species

By using similar mathematical developments as in the pre-
vious subsection, the expected value of the embedded
process can be used to provide a different view (polar
instead of cartesian) of the system evolution. Such a view
is the result of estimating the distance and angle of the
state of the system to a given reference point. The focus of
this subsection is on systems with two species, i.e., g = 2.

The trajectory yielded by ODE (1) in the phase space is
tangent to the weighted average of the vectors v/ according
to their transition rates at each time instant. That is, the
future positions of the system are computed according to
the weighted average of the cartesian coordinates of the
vectors V/. As the size V tends to infinity, the evolution
of the Markov process approaches the deterministic limit
ODE (1). An alternative way to study the evolution of a
process with size V' is to perform a number of replications
(or sample paths) and compute the mean populations at
given sampling times.

Notice that, when computing the mean populations, one
is averaging the cartesian coordinates. One can, however,
consider other values to analyze the dynamical behaviour
of the process. For instance, one could average the dis-
tance of the state to a given reference point. This average
distance together with angular information with respect
to the reference point would state the basis to extract
dynamical information of the process in polar coordi-
nates.

Assume that two replications of a given system have
been performed, and one desires to estimate the average
system trajectory over time. A common approach would
be to compute the mean values of the populations at same
time instants. Assume that at a given time instant 7, the
number of individuals of the first species X given by the
first replication is U, and the number of individuals of the
second species Y is LI, (Fig. 2). Let us also assume that the
number of individuals given by the second replication at
time 7 is W and W),. The mean of these cartesian coordi-
nates yields the average state C. Nevertheless, one might
desire to evaluate, not the average cartesian coordinate,
but the average position with respect to a given reference
point. Figure 2 shows how state P is obtained as the mean
polar coordinates of states U (with cartesian coordinates
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AY

>
>

X

Fig. 2 Average cartesian (point C) and polar (point P) coordinates of
points U and W with respect to reference point a. AX and AY are the
increments in cartesian coordinates; Ap and A are the increments
in distance and angle. These two averages provide different
perspectives about the dynamics of the stochastic system

(Uy, Uy)) and W (with cartesian coordinates (W, W))
with respect to reference point a: the polar coordinates of
P are simply the mean polar coordinates, i.e., angle and
distance, of the polar coordinates of U and W.

The procedure to compute the average polar coordi-
nates of a number of replications could be stated as
follows:

1. Assume that M replications have been performed
and the trajectories have been resampled at same
sampling times. Let (Xg, Yg), (X(}, qu), cen (X]q‘, Y;),
... be the cartesian coordinates of replication q at
sampling times 0,1,...,k,....

2. Let the origin of the polar coordinate system be the
reference point a with cartesian coordinates (ay, ay).

3. Each (XZ;, Y;) can be transformed to polar

coordinates (pf;, ¢§) with origin at a by

2 2
using: ,og = (X’,; - ax) + (th - ay) ,

d)’[; = atan (Y;—a},, X[];—ax) where atan(y, x) :
RxR — R is the arctangent of a point with cartesian
coordinates (x, y) that takes into account the

quadrant. We will assume that the range of atan(y, x)

is (—m, ] and that atan(0,0) = 0.

This straightforward transformation to polar coordi-
nates poses a problem when averaging the angle ¢ of
replications. Assume that at a given step k, the states of
two trajectories i and j are on the left half plane defined
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by ay, i.e, XX < a, and X;‘ < a,, and Y} is slightly higher
than a, while Y]-k is slightly lower than a,. Thus, ¢>lk will be
positive and close to 7 while ¢}( will be negative and close

to —m. Hence, the mean of ¢lk and ¢lk will be close to 0
what is not useful as average angle.

In order to overcome this problem, we define a new
value %]1( to account for the overall angular distance run
by the trajectory. Let us define wf; = qbg, and for each
2527 + hi, with
is an integer repre-

k > 0, let us express ‘ﬁ,]; as %]1( =

k k
q q

senting the rounded number of completed loops and hf; is
the angular distance run on the current loop. The value
of z’é is positive(negative) if the angular distance was run

Z8 € Z and —7 <h’; < m,ie 2z

anticlockwise(clockwise). In Fig. 3, state (Xl(‘“, Yf“) is

reached after (Xf, Yik), thus the total angular distance
k+1 yk+1Y k+1 k+1

run at (Xi Y ) is yrg and not ¢ " Moreover, the

number of completed loops at <Xl(<+1, Yl-kﬂ) is z"q“rl =1

as it was anticlockwise and h/;“ is a negative value not
lower than —.
More formally, the value of 1//5 for k > 0 can be

computed as follows:
09 ifk =0

25 Vx4 ¢k 427 ifk > 0and A > Tandgk < —%

2
z((]kfl)Zn + ¢§

Vg

otherwise

(10)

where ¢§ = atan(Y;—ay,Xg—ax) for every k > 0. The

first case of the above expression sets the initial value

R N Py

— ~

k k
(Xq ’ Yq )// / \ \
a X

(X5+laqu+1) \\ /

Lk
[

11 v
Fig. 3 Polar average of points with angular coordinate close to . The
angular coordinates ¢ of the consecutive points (XS, YS) and

(XS“, Yg“) of the g replication have opposite signs and absolute
values close to 7. As this can cause problems when averaging angles
of different replications, the total angular distance run v is used

instead of ¢
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of ¢(q). The second and third cases take into account the
discontinuity of the angle returned by atan when the tra-
jectory moves from the second to the third quadrant, and
from the third to the second quadrant respectively. The
forth case does not have to handle a change of quadrant
and just computes the overall angular distance run by the
system.

Thus, in the following the polar coordinates of the g
replication at the K sampling time will be expressed as
(pg- V).

Once v,bg is computed for every k and every replication,
an average trajectory in polar coordinates can be obtained
by computing the mean of pé‘ and 1//5 over all replications.
The average polar trajectories reported in the Results and
discussion section have been obtained by the described
procedure.

The steps required to perform statistical analyses of
steady state parameters of the polar trajectory are similar
to the standard ones [37]. The focus will be on estimating
the steady state mean values of the polar coordinates of
the system within a given confidence interval with respect
to a given reference point (a,, ay). In particular, (ax, ay)
is taken as the average cartesian coordinates of the per-
formed replications. It must be noticed that at the steady
state of an oscillating system, the angular coordinate does
not tend to a constant value but increases or decreases
monotonically over time. In order to take into account this
fact, instead of the mean angle ¥/, the mean angular speed,
which will be denoted as &, will be estimated. Given two
parameters o and Maxerr, Algorithm 1 summarizes the
tasks required to build o percent confidence intervals with
MaxErr relative error for the mean distance and angular
speed of the system with respect to (ay, ay).

Algorithm 1: Computing average distance and angular
speed

Input: System parameters, Percent confidence interval («),
Maximum relative error (MaxErr)
Output: Confidence intervals for mean distance (p) and
angular speed (£)
1) compute initial transient by means of Welch’s procedure;
repeat
2) perform a replication of the system;
3) resample the performed replication at equal sampling
intervals;
4) let (ay, ay) be the average cartesian coordinates over
time of the performed replications;
5) apply (10) to transform each replication to polar
coordinates (p, ¥) with origin at (ay, a,);
6) compute the average distance, p, and average polar
angular speed, &, of each replication;
7) compute « percent confidence intervals for the mean
of p and &;
until the relative errors of the confidence intervals are less
than MaxErr;
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As the interest is in estimating steady state means, the
first step, (step 1), of Algorithm 1 is to determine the
length of the transient state (or warm-up period) to make
easier the initial-data deletion when computing averages.
This task has been achieved by means of the Welch’s
procedure [37, 38].

In order to compute confidence intervals that satisfy
the requirements of the input parameters o and MaxErr,
the replication/deletion approach for means [37] has been
adopted. In the proposed iterative design, a new repli-
cation is carried out in each iteration, what eventually
decreases the variance of the parameters. Thus, new sim-
ulations are performed until the computed confidence
intervals satisfy the parameters.

The simulation algorithm used to perform the simu-
lations (both for the Welch’s procedure and step 2) is
the exact stochastic simulation algorithm proposed by
Gillespie [39]. Once a new replication is performed, it is
resampled at equal sampling intervals by applying a linear
interpolation (step 3). The sampling interval is the same
for all replications, and it is set to the average time interval
between events of the first replication.

The average coordinates referred in steps 4 and 6 are
computed just on the steady state, i.e., the transient state
determined in the first step is disregarded. Once the ori-
gin (ayx, ay) of the polar coordinates is obtained (step 4),
the transformation to polar coordinates can be carried out
(step 5). Finally, the average p and polar angular speed &
are computed (step 6), and the confidence intervals for p
and & can be calculated (step 7).

ODE in polar coordinates. A similar approach to the
one discussed above can be taken to describe the sys-
tem dynamics in terms of an ODE in polar coordinates.
According to the following ODE, the system evolution
is characterized by its expected changes in distance and
angle to a reference point a:

d " .

2 = ROOE[Af,(0] = Y- W00, (X)) — RS, (X)
j=1

dy - :

— = ROOE[Af, (0] = 3 WiX) (foX+)

j=1
+g(X, v/, @) —RX)f(X)

(11)
where X = (X,Y) are the cartesian coordinates, (p, ¥)
are the polar coordinates with origin at (ay, ay), f,(X) and
fy (X) are defined as f,,(X) = \/(X —ay)? + (Y —ay)? and
Sy (X) = atan(Y —ay, X—ay), and:

+27 if fy X)>7/2 and fy (X+V)<—7/2
=2m if fy (X)<—m/2 andf,/,(X+v/)>n/2
0 otherwise

g(X, vj, a) =
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As in (4), the above ODE makes use of the expected
increments of the coordinates and number of events per
time unit to express the derivatives. The first(second) case
of the above expression avoids the discontinuity of the
angle returned by atan when the trajectory moves from
the second to the third quadrant(from the third to the
second quadrant). While the average of polar coordinates
of replications can be used to estimate the mean circular
motion, ODE (11) provides information of the instanta-
neous speed of change of the polar coordinates at each
possible state of the system.

Systems with more than two species

The previous subsection has discussed how stochastic
oscillations can be detected in systems with two species,
i.e.,, ¢ = 2, be means of polar coordinates. One might
expect that for systems comprising more than two species,
spherical coordinates for ¢ = 3, and hyperspherical coor-
dinates for g > 3 could be used. Nevertheless, these
coordinates pose difficulties when trying to assess oscil-
lations. Let us illustrate this by considering a system with
three species. The state of the system at a given time can
be expressed in the spherical coordinates (p, 6, ¢), where
p is the radial distance, 6 is the polar angle, and ¢ is the
azimuthal angle. The range of 0 is usually restricted to the
interval [0, 7], and the range of ¢ to [0, 27].

Assume that a system oscillates around a reference point
which has been taken as the origin of the spherical coor-
dinates, see Fig. 4. Assume further that the projection of
the system trajectory on the plane z = 0 moves anticlock-
wise if seen from a positive z. As the system trajectory
evolves, the value of ¢ increases until it reaches 2. As in

y

X

Fig. 4 Assumed trajectory of a system with 3 species oscillating
around a given reference point. As shown in Fig. 5 the time evolution
of the polar angle 6 exhibits no discontinuity for this trajectory
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the previous subsection, in order to avoid discontinuities
when the value of ¢ is close to 27 and 0, coordinate ¢ can
be transformed to a new coordinate v that accounts for
the overall angular distance run, see Fig. 5. By proceeding
as in the previous subsection, one can average the value of
this new coordinate over several replications, to estimate
the system oscillations on the species associated to axes X
and Y.

On the other hand, the value of the polar angle 6 oscil-
lates within the interval [0, ] and does not reach any of
the limits of the interval, neither 0 nor 7. Thus, there is
no discontinuity in the polar angle to fix. Figure 5 shows
the potential evolution of 6 over time. Assume that sev-
eral replications are performed, and the mean value of 6 is
estimated on the basis of its average value over the repli-
cations. As the system is stochastic, there will exist phase
shifts among replications that will eventually involve a
constant value of their average value. This renders the
polar angle not useful to detect oscillations on the species
associated to axis Z.

A feasible way to overcome this difficulty is to consider
cylindrical coordinates instead of spherical coordinates.
To determine the position of a point, cylindrical coor-
dinates establish a reference (or longitudinal) axis and a
reference plane perpendicular to the axis, see Fig. 6. The
origin is the intersection between the reference plane and
the reference axis. The state of a system with three species
is expressed in cylindrical coordinates as (p, ¢, z), where
(p, ¢) are called polar coordinates (as they correspond to
the polar coordinates on a plane parallel to the reference
plane), and z is the height with respect to the reference
plane.

)
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Fig. 5 Potential time evolution of the overall azimuthal angle ¥ and
the polar angle 6 of the oscillating system. In contrast to the angular
coordinate in systems with two species, the polar angle in this
trajectory presents no discontinuity. This fact hinders the use of
spherical coordinates to assess oscillations in systems with more than
two species
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A
Reference axis

Polar axis

Fig. 6 Cylindrical coordinates can be used to detect oscillations in
systems with more than 2 species. According to this coordinate
system, one cartesian coordinate and a tuple (p, ¢) are used for
systems with 3 species. In general, for systems with g > 2 species,
g — 2 cartesian coordinates and a tuple (p, ¢) are required. The
choice of species associated to (p, ¢) determines on which species
the oscillation are to be assessed

In a system with 3 species (4, b, ¢), a natural choice is to
associate one species, e.g. ¢, to the reference axis of the
cylindrical coordinates. This way, the polar coordinates
of (a,b) is (p,¢) which can be handled as in the previ-
ous subsection to avoid discontinuities, and estimate the
stochastic oscillations on the populations of & and b. The
same process can be repeated two more times: one with
the reference axis associated to 4, and one associated to
b. This will uncover the oscillations on populations » and
¢, and a and c respectively. Thus, cylindrical coordinates
allow us to decouple the oscillations between the differ-
ent pairs of species involved in the system. Notice that,
although the process is repeated 3 times for a system with
3, the same set of replications can be used in all three
cases.

For systems with more than 3 species, a very similar
approach can be taken. The height z in cylindrical coordi-
nates can be interpreted as the cartesian coordinate of the
system. If more species are involved, more cartesian coor-
dinates must be considered, while just one tuple (p, ¢)
of polar coordinates must be considered. For instance, if
the number of species is 5, three cartesian coordinates
(21,22, z3) will be considered together with the polar coor-
dinates (p, ¢). The choice of species associated to (p, ¢)
determines on which species the oscillation are to be
assessed.

ODE in cylindrical coordinates. The use of cylindrical
coordinates enables us to use almost in a straightforward
way the ODE (11) in polar coordinates presented in the
previous subsection. For instance, the ODE in cylindrical
coordinates for a system with 3 species X = (X, Y, Z2) in
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which (X, Y) are associated to the polar coordinates and Z
to the cartesian coordinate would become:

d

= = ROE[Af,(X)]

d

dif = ROE[Afy (X0] (12)
dz

= RXE[AZ]

where f, (X) and f, (X) are applied on the first two coordi-
nates of X, i.e., X and Y. The above ODE accounts for the
instantaneous changes of the polar coordinates of the two
first species. An ODE for an arbitrary number of species
can be easily derived from ODE (12).

Parameters used in the case studies The particular
parameters used in the case studies reported in the Results
and discussion section are the following: The Welck’s pro-
cedure makes use of 50 replications of the system, with
a window of length 9, i.e, w = 4, to smooth high fre-
quency oscillations. The confidence intervals for the repli-
cation/deletion approach for means are specified with the
parameters « = 5 % and MaxErr = 3.

All the discussed methods have been developed in
MATLAB [40]. The computations have been performed in
a dual processor dual Core Intel Woodcrest (64 bits), with
2.33 Ghz and 4 GB RAM memory.

Results and discussion

This sections applies the proposed method to assess oscil-
lations to four case studies: an epidemic system, the
Brusselator, a prey-predator system and the repressilator.

An epidemic system

Consider an epidemic system [20] consisting of two
species: susceptible and infected individuals; and five
events: birth, death of a susceptible individual, contagion,
recovery, and death of an infected individual. Let S = X;
and I = X, be the number of susceptible and infected
individuals, and ap, = W1, ags = Wo, a. = W3, a, = Wy
and a; = W5 be the transition rates of events birth,
death of a susceptible individual, contagion, recovery, and
death of an infected individual respectively. The system
parameters are:

System parameters: ¢ = 2, n = 5 v =
1 -1-1 1 O . ST _
(0 0 1 -1 —1>’ W = TFESHV Gl = M5 S,

ac=p-S-L,ar=r-Lag=m 1,V =5 10% with
b =04,8 =10, mg = 0.2, m;y = 5, r = 3, and initial
populations S(0) = 4080 and /(0) = 500.

Assume we are interested in evaluating the evolution
of the contagion rate over time. Figure 7 shows the sys-
tem evolution in the phase space according to ODE (1),
the system reaches an equilibrium point at which both
species, and hence the contagion rate, keep constant. The
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3960 4000S 4040 4080
Fig. 7 Deterministic trajectory of the epidemic system. This trajectory
in the phase space is the solution of ODE (1), according to which the
system reaches an equilibrium point at which both species, and
hence the contagion rate, keep constant

dotted line in Fig. 1 is the time evolution of the conta-
gion rate according to this deterministic view. The solid
line in Fig. 1 is the time evolution of the contagion rate
according to a single stochastic replication of the Markov
process. Unlike the deterministic evolution, the replica-
tion exhibits undamped oscillations with approximately
constant frequency and amplitude. The Methods section
(subsection quadratic functions) explores the deviation
induced by ODE (1) with respect to the Markov process
when estimating functions over the system trajectory.

Figure 8 shows the trajectories in the phase space of
66 replications of the epidemic system. The trajectory
tending to the fixed point (4000, 502) is the result of aver-
aging the cartesian coordinates of the replications, while
the trajectory tending to a steady oscillation is obtained
by averaging the polar coordinates as described in the
Methods section. The interpretation of this figure is that
the trajectories of the replications tend to loop around the
fixed point.

The specified confidence intervals (see “Parameters
used in the case studies” in the Methods section) were
satisfied after 66 replications. At the steady state, the con-
fidence interval for the average distance to the fixed point
is p = 176 £ 5.217, and the interval for the angular speed
is & = 2.157 £ 0.054. The time required to compute the
replications was 1701 seconds.

Informally, while the cartesian mean informs about the
trajectory of the center of mass of the replications, the
polar mean informs about the average circular motion
of those replications. As the replications are stochastic,
the averaged coordinates tend to steady state values. This
results in the average cartesian coordinates tending to a
constant value close to the fixed point, and the average
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Fig. 8 Average cartesian and polar coordinates of 66 replications of
the epidemic system. The trajectory tending to the fixed point
(4000, 502) is the result of averaging the cartesian coordinates of the
replications. The trajectory tending to a steady oscillation is obtained
by averaging the polar coordinates as described in the Methods
section. The average polar coordinates uncover the oscillating
dynamics of the system at steady state

polar coordinates tending to a circular motion with con-
stant radius and constant angular speed. This way, the
average polar coordinates uncover the oscillating dynam-
ics of the system, what is accordance with the undamped
oscillations shown in Fig. 1 for the contagion rate. Figure 9
shows the oscillating time evolution of the contagion rate
according to the average polar coordinates.

The Brusselator
The Brusselator is a theoretical model [41] for a type
of autocatalytic reaction. The system consists of four
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Fig. 9 Contagion rate according to the average polar coordinates of

66 stochastic replications of the epidemic system. The average polar

coordinates can be used to estimate values of interest as the

contagion rate in the epidemic system. As expected, the time

evolution of the contagion rate exhibits sustained oscillations

Page 11 of 17

reactions:r; : A —> X, ry :2X+Y - 3X,r3: B+ X —
Y+D,rq : X - E. The netreactionis A+B — D+ E and
the intermediate species are X and Y. As in other works
[42], the populations of A and B will be kept constant to
values a and b respectively, and the focus will be on the
evolution of X = X; and Y = Xj5. Under this assumption,
the system parameters are the following:

1 1-1-1

(o -1 1 0>’

and the transition rates are W1 (X) = a, Wo(X) =
XY/ V2, Wa(X) = bX/V, Wa(X) = X. Different vol-
umes, initial populations and values of a and b will be
considered.

The ODE (1) for this system is:

System parameters:g = 2,n = 4,V =

ax 9 9
= =a+XY/V2—bX)V - X
ay 5 5

b
which has a fixed point at (a, V). This fixed point
a

becomes unstable and ODE (1) exhibits a limit cycle when
b>V+a®V.

Figures 10, 11 and 12 shows the different trajectories in
the phase space yielded by the cartesian ODE (1), and the
polar ODE (11). The trajectories in Fig. 10 correspond to
parameters V = 100, 2 = 100, b = 150, X(0) = Y(0) =
100. It can be seen that while the cartesian ODE (1) tends
to the fixed point ¢ = (100, 150), the polar ODE (11),
which takes g as origin of the polar coordinates, presents
sustained oscillations that are also exhibited by the jump
Markov process.

Figures 11 and 12 show the trajectories of two models
with same initial concentrations for all the species X (0) =

190

Cart. ODE
------ Polar ODE
1801
1701
160~
150
1401
130

120

110

10%0 70 80 90 100X11O 120 130 140 150

Fig. 10 Trajectories of the cartesian ODE (1) and polar ODE (11) for
the Brusselator. System parameters: V = 100, a = 100, b = 150,
X(0) = Y(0) = 100. While the cartesian ODE (1) tends to the fixed
point, the polar ODE (11), presents sustained oscillations that are also
shown by the jump Markov process
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Fig. 11 Trajectories of the cartesian ODE (1) and polar ODE (11) for
the Brusselator. System parameters: V = 30,a = 1V, b = 2.5V,

X(0) = Y(0) = 1V = 30. The cartesian ODE (1)shows a limit cycle and
scales with V (see Fig. 12)

Y(0) = 1V, same values of parameters a and b, a = 1V,
b = 2.5V, and different system sizes, V = 30 and V' = 300
for Figs. 11 and 12 respectively. As expected, the cartesian
ODE shows a limit cycle and scales with V. Although the
polar ODE also enters a limit cycle for both sizes, it does
not scale with V and gets closer to the trajectory of the
cartesian ODE for higher values of V. In fact, in the limit
V — oo the Markov process will converge to the cartesian
ODE [15, 16], and then, the estimation of distances and
angles will be the same both by the cartesian ODE and the
proposed polar ODE, what will result in the same system
trajectory.

1200

Cart. ODE
-- Polar ODE

1100-
1000
900 ({
800

> 700}
600
500-
400"

300+

20‘POO 260 360 460 560 X 660 760 860 960 1000
Fig. 12 Trajectories of the cartesian ODE (1) and polar ODE (11) for
the Brusselator. System parameters: V = 300,a = 1V, b = 2.5V,

X(0) = Y(0) = 1V = 300. Although the polar ODE (11) also enters a
limit cycle for both sizes V = 30 and V = 300, it does not scale with V/
(see Fig. 11) and gets closer to the trajectory of the cartesian ODE for

high values of V
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Figure 13 shows the trajectories in the phase space of
the average cartesian and polar coordinates with param-
eters V = 30,a = 1V, b = 25V, X(0) = Y(0) = 1V
for 1467 replications, which is the minimum number of
replications to compute confidence intervals under the
conditions specified in the Methods section. While the
cartesian average tends to an equilibrium, the polar aver-
age shows sustained oscillations. The confidence interval
for the average distance to the fixed point g = (100, 150)
is p = 111.037 & 0.942, and the interval for the angular
speed is &£ = 307.923 £ 9.238. The CPU time required for
the computations was 14304 seconds.

A prey-predator system
Let us consider a prey-predator model in which the num-
ber of preys is denoted by X; = X, and the number of
predators by X, = Y. The system parameters are:
1-10 0
001-1)
Wi(X) = aX, Wa(X) = BXY/V, Ws(X) = 8XY/V,
Wu(X) = yY where « = 10, 8 = 0.01, y = 100, § = 0.02
and V = 1.

The ODE (1) for this model are the well-known Lotka-
Volterra equations [43]:

System parameters: g =2,n =4, v =

d—X—X(a BY)

dar B

ar _ Y 5X o
prii (y —48X)

The non-extinction fixed point is (y /8, ®/B8). The polar
coordinates will take this fixed point as origin.
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Fig. 13 Average cartesian and polar coordinates of 1467 stochastic
replications of the Brusselator with parameters V = 30,a = 1V,

b = 2.5V, X(0) = Y(0) = 1V. While the cartesian average tends to an
equilibrium, the polar average shows sustained oscillations
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The squared distance from the system state (X,Y) to
the fixed point a = (y/§,a/p) is given by L,(X) = (X —
v/8)?% + (Y — a/B)?%. According to (8), the average speed
of change of this squared distance is:

q no
RXOE [ALyX)] = D20 —ap) | D viWiX)

i=1 j=1

q
+R(X) Y E[(AX)?]

i=1

For the given system parameters, it holds:

q no
D 206G —ap | D VW)

i=1 j=1

y
=2 (X—§> (@X—BXY/V)
+2 (Y—Z) (6XY/V—=yY)
and

qa
RX) Y E[(AX)*] = RX) (E[(AX)?] + E[(AY)2])

i=1
S )

j=

22 W)
e (z(vfl) X
= (- WiX) +1- WaX) + (1 Wa(X) + 1+ Wa(X)))
=aX +BXY/V +8XY/V +yY

Then, by (8), the average speed of change of L,(X)
becomes:

ROXOE [ALL(X)] =2 (X — %) (@X — BXY/V)

+2 (Y—;) XYV —7Y)
FaX + BXY/V + XYV 4+ yY

Let the initial populations of the system be (5300, 1000).
The isolines shown in Fig. 14 correspond to the values of
R(X)E[AL,(X)], i.e., average speed of change of L,(X),
divided by 10°. It can be observed that the system tends

to move away from the fixed point (%, %) = (5000, 1000)

since all the values of R(X)E[AL,(X)] around that point
are positive.

The trajectory for the Lotka-Volterra equations, i.e.,
ODE (1), is the inner (solid) trajectory in Fig. 14. The tra-
jectory given by ODE (11) during 0.6 time units is the
outer (dotted) trajectory. While the cartesian ODE pro-
duces a closed trajectory whose amplitude depends on the
initial populations, the trajectory provided by the polar
ODE moves away from the fixed point, what is consistent
with the resonant stochastic amplification and the ten-
dency to extinction pointed out in [44] and [45]. As every
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Fig. 14 Trajectories of the cartesian ODE (1) and polar ODE (11) for
the predator-prey system. The trajectory for the Lotka-Volterra
equations, i.e, ODE (1), is the inner (solid) trajectory. The trajectory
given by ODE (11) during 0.6 time units is the outer (dotted)
trajectory. While the cartesian ODE produces a closed trajectory
whose amplitude depends on the initial populations, the trajectory
provided by the polar ODE moves away from the fixed point

replication eventually reaches extinction, no steady state
exists and no average coordinates are computed.

Figure 15 shows the average cartesian and polar coordi-
nates of 1000 replications of the system during 0.65 time
units. The computation time was 8825 seconds.

The repressilator

The repressilator was proposed in [46] to show a sta-
ble oscillation which can be reported by the expression
of green fluorescent protein. The model uses three tran-
scriptional repressor systems that are not part of any nat-
ural biological clock. The model system was successfully
induced in E. coli.

15001
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Fig. 15 Average cartesian and polar coordinates of the predator-prey
system. The trajectories are obtained as the average of 1000
stochastic replications of the predator-prey system. The cartesian
average describes a closed orbit and the polar average tends to an

extinction point
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In this model, the repressor protein Lacl (variable X
denotes the mRNA and variable PX denotes the protein)
inhibits the tetracycline-resistance transposon tetR (Y, PY
denote mRNA and protein). Protein tetR inhibits the gene
Cl from phage Lambda (Z, PZ denote mRNA and protein),
and protein Cl inhibits lacI expression.

The data and parameters of the model are taken from
the Biomodels database [47]. The system parameters can
be found in Table 1, the constants derived from these
parameters in Table 2, and the reactions and rates of the
model in Table 3.

Figure 16 shows the trajectories over time yielded by
cartesian ODE (1) for the original parameters of the model
with initial populations X = Z = PX = PY = PZ =
0 and Y = 20. If the Hill coefficient n is decreased
from 2 to 1.5, the trajectories produced by ODE (1)
do not show sustained oscillations and tend to a stable
steady state (341.7,341.7,341.7), see Fig. 17. Neverthe-
less, a single stochastic replication, see Fig. 18, of the
model reveals that oscillations are not damped as time
passes. These sustained stochastic oscillations are easily
captured by an ODE in cylindrical coordinates as the one
in (12). Figure 19 shows the trajectories for the number
of proteins yielded by an ODE in cylindrical coordinates
where the coordinates for proteins PX and PY are han-
dled as polar, and the rest of coordinates, i.e., PZ, X, Y
and Z, are handled as cartesian, and the origin of the
coordinate system is 341.7 for PX and PY, and O for the
rest of species. Unlike the ODE in cartesian coordinates,
the ODE in cylindrical coordinates exhibits undamped
oscillations.

Figure 20 shows the average cartesian and cylindri-
cal coordinates in the projected phase space (PX,PY)
computed over 297 replications. After such number of
replications, the parameters specified for the confidence
intervals are satisfied. The confidence interval for the
average distance to the reference point (PX = 341.7, PY =
341.7) is p = 307.964 + 9.22, and the interval for the
angular speed is £ = —0.0612 £ 0.00095. Given the sym-
metry of the model, these confidence intervals also hold

Table 1 System parameters of the repressilator model

Parameter Value Units

promotor strength 5.107% transcripts/(promotor - s)
(repressed) (tps_repr)

promotor strength (full) 0.5 transcripts/ (promotor - s)
(tps_active)

mMRNA half life (z1,5,mana) 2 min

protein half life (t1/2,pr0t) 10 min

Kiv 40 monomers/cell
translation efficiency (eff) 20 proteins/transcript

Hill coefficient (n) 2
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Table 2 Constants of the repressilator model

Constant Value

average mRNA 71 2,mrna/IN(2) = 2.89min
lifetime (t_ave)

mMRNA decay rate InQ) /1o mans = 0347 min™!
(kd_mRNA)

protein decay In(2) /71 /2,pr0t = 0.0693 min~!

rate (kd_prot):

transcription rate tps_active - 60 = 29.97 transcripts/min

(a_tr):

transcription rate tps_repr - 60 = 0.03 transcripts/min
(repressed) (a0_tr):

translation rate eff - kd_mRNA = 6.93 proteins/(mRNA - min)

(k_t):

for cylindrical coordinates in which (PX, PZ) or (PY, PZ)
are taken as polar (more precisely, the only difference is
that for (PX, PZ) the loops are clockwise, and therefore
the angular speed is positive, i.e., £ = 0.0612 £ 0.00095).
The CPU time required for the computations was 5761
seconds.

Conclusions

The population dynamics of many biological systems can
be naturally modeled by means of jump Markov pro-
cesses. The exact evolution of such processes is given by
the Master Equation which can be solved only for very
particular systems. Thus, alternative approaches must be
considered to analyze the system dynamics.

This work has focused on evaluating the average steady
state oscillations around a given reference axis. As these
oscillations can be inherently stochastic and can be exhib-
ited by systems with relatively low populations, they are

Table 3 Reactions and rates of the repressilator model

No. Reaction  Rate law
R1. Degradation of Lacl transcripts X =0 kd_mRNA - X
R2. Degradation of TetR transcripts Y — @ kd_mRNA - Y
R3. Degradation of Cl transcripts 77— 0 kd_mRNA - Z
R4. Translation of Lacl #— PX k_tl-X
R5. Translation of TetR h— PY k_tl-Y
R6. Translation of Cl »— PZ k_tl-Z
R7. Degradation of Lacl PX—> 0 kd_prot - PX
R8. Degradation of TetR PY —> @ kd_prot - PY
R9. Degradation of Cl PZ— ¢ kd_prot - PZ
R10. Transcription of Lacl h— X a0_tr + a_tr - KM
. e _—
P = P2y
. a_tr-Km
R11. Transcription of TetR B—Y al_tr+ ————
KMP + (PX)"
tr - KM
R12. Transcription of Cl 03— Z a0_tr + at

KM + (PY)"
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Fig. 16 Evolution of the number of proteins of the repressilator
model with n = 2 according to the cartesian ODE (1). The steady
state shows steady state oscillations in all three species

often overlooked by methods relying on a deterministic
fluid approximation of the Markov process, as the reaction
rate equation. Thus, instead of relaxing or transform-
ing the original stochastic description of the system, the
proposed method deals directly with a set of stochastic
replications.

The mean steady state values of the system dynam-
ics can be computed by averaging the trajectories over
time of the different replications. Traditionally, this aver-
age is computed separately on the time evolution of
each species of the systems. Thus, if one considers the
system trajectory in the phase space, this average corre-
sponds to the average of the cartesian coordinates of the
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time (min)
Fig. 17 Evolution of the number of proteins of the repressilator
model with n = 1.5 according to the cartesian ODE (1). The system
tends to a fixed point at which the populations of all three species
remain constant
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Fig. 18 Evolution of the number of proteins of the repressilator
model with n = 1.5 according to one stochastic replication. In
contrast to the steady state in Fig. 17, no constant steady state is
reached. The existing oscillations cannot be considered random
fluctuations since regular repetitive patterns, as peaks happening at
regular time intervals, appear

system. As it has been shown, this cartesian perspective
can be myopic since the average trajectory of stochasti-
cally out of phase replications tends to flatten and does not
show oscillations. However, other perspectives are possi-
ble allowing other points of view of the same stochastic
system. The proposed method transforms the usual carte-
sian coordinates of pairs of species into polar coordinates,
in which the angular coordinate accounts for the overall
angular distance run by the system. This way, the oscilla-
tions are not canceled cancel out when the average polar
coordinates are computed. The new coordinates can be
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Fig. 19 Evolution of the number of proteins of the repressilator
model with n = 1.5 according to the ODE in cylindrical
coordinates (12). Unlike ODE (1) (see Fig. 17), ODE (12) captures the
steady state oscillations of the stochastic system (see Fig. 18)
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Fig. 20 Trajectories of the average cartesian and cylindrical
coordinates of 297 stochastic replications in the phase space (PX, PY)
of the repressilator model with n = 1.5. While the average cartesian
coordinates tend to a fixed point, the average cylindrical coordinates

show sustained oscillations

straightforwardly used to obtain confidence intervals for
the mean angular speed and distance to the reference axis.
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