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Abstract—This paper addresses the decentralized control of large scale systems that are modeled with timed continuous Marked Graphs (ContMG). Decentralized structures are first obtained decomposing the system into subnets by cutting the original net through sets of places, and adding marking structurally implicit places. Then, local control laws are computed separately. Algorithms are proposed to make the locally computed laws to be compatible and fireable when the global state of the system is considered. It is proved that using the control laws computed with the proposed algorithms, the final state of the overall system can be reached in minimum time. A manufacturing system is taken as case study to illustrate the control method.

I. INTRODUCTION

Petri Nets (PN) is a well known paradigm used for modeling, analysis, and synthesis of discrete event systems (DES). Similarly to other modeling formalisms for DES, it also suffers from the state explosion problem. To overcome it, a classical relaxation technique called fluidification can be used. In the framework of Petri nets, it leads to Continuous Petri nets [7], [17]. An important advantage of this relaxation is that more efficient algorithms are available for the analysis, e.g., reachability and controllability problems [13], [11].

Different works about control of Petri nets can be found in the literature [9], [4], [2], etc. In the context of decentralized (distributed) control, distributed timed automata is discussed in [12]. In [10], the decentralized control of Petri nets is considered by means of the supervision based on place invariants. An architecture for distributed implementation of Petri nets in control applications is proposed in [15]. A distributed control strategy is designed in [8] for forbidden state avoidance for discrete event systems which are modeled as Petri nets.

Coming back to the continuous Petri nets, in [3], a reachability control problem of timed distributed continuous Petri net systems is studied. The paper considers Petri nets composed of several subsystems that communicate through channels modeled by places. The proposed algorithm allows the subsystems to reach their respective target markings at different time instants and keep them as long as required.

In this work, the decentralized control of large scale systems which are modeled with timed continuous Petri nets is addressed. As a starting point, it is assumed that the systems we handle are modeled with marked graphs. This paper mainly focuses on driving the system from an initial state to a desired final state. A large scale system is first structurally decomposed into smaller subsystems, then the local control law for each subsystem is computed separately. A supervisory controller is introduced to update the locally computed control laws in order to make them admissible when considering the system globally, without knowing the detailed structures of local subsystems. With these control laws, all the local controllers work independently, and the final state can be reached in minimum time.

Compared with the approach proposed in [3], in this method, subsystems do not have to be mono T-semiflow, and the final states of the places used to cut the system are specified in the control problem and can also be reached in minimum time.

This paper is organized as follows: Section II briefly recalls some basic concepts. Section III states the control problem, as it is here addressed. In Section IV, a structurally decomposition method for marked graphs is discussed, which is used here to obtain decentralized structures. Section V proposes the approach for decentralized control of large system. Section VI gives an example of manufacturing systems. The conclusions are in Section VII.

II. BASIC CONCEPTS

The reader is assumed to be familiar with basic Petri net concepts (see [7], [17] for a gentle introduction).

A. Continuous Petri Nets

Definition 2.1: A continuous Petri net system is a pair \(\langle N, m_0 \rangle\) where \(N = \langle P, T, \text{Pre}, \text{Post} \rangle\) is a net structure where:

- \(P\) and \(T\) are the sets of places and transitions respectively.
- \(\text{Pre}, \text{Post} \in \mathbb{R}^{\mid P \mid \times \mid T \mid}\) are the pre and post incidence matrices.
- \(m_0 \in \mathbb{R}_{\geq 0}^{\mid P \mid}\) is the initial marking (state).

For \(v \in P \cup T\), the sets of its input and output nodes are denoted as \(\ast v\) and \(v^\ast\), respectively. Let \(p_i, i = 1, \ldots, \mid P \mid \) and \(t_{j}, j = 1, \ldots, \mid T \mid\) denote the places and transitions. Each place can contain a non-negative real number of tokens, its marking. The distribution of tokens in places is denoted by...
A transition \( t_j \in T \) is enabled at \( m \) iff \( \forall p_i \in \text{enab}(t_j, m) \), \( m(p_i) > 0 \) and its enabling degree is given by

\[
enab(t_j, m) = \min_{p_i \in t_j} \left\{ \frac{m(p_i)}{\text{Pre}(p_i, t_j)} \right\}
\]

which represents the maximum amount in which \( t_j \) can fire. Transition \( t_j \) is called \( k \)-enabled under marking \( m \), if \( \text{enab}(t_j, m) = k \). An enabled transition \( t_j \) can fire in any real amount \( \alpha \), with \( 0 < \alpha \leq \text{enab}(t_j, m) \) leading to a new state \( m' = m + \alpha \cdot C(\cdot, t_j) \) where \( C = \text{Post} - \text{Pre} \) is the token flow matrix and \( C(\cdot, j) \) is its \( j \)th column.

If \( m \) is reachable from \( m_0 \) through a finite sequence \( \sigma \), the state (or fundamental) equation is satisfied: \( m = m_0 + C \cdot \sigma \), where \( \sigma \in \mathbb{R}_{\geq 0}^n \) is the firing count vector, i.e., \( \sigma(t_j) \) is the cumulative amount of firings of \( t_j \) in the sequence \( \sigma \). A vector \( \sigma \) is said to be a fireable firing count vector, if there exist a corresponding sequence \( \sigma \) which can be fired.

Marked Graph (MG) is a well known subclass of Petri nets in which each place has exactly one input arc and exactly one output arc. Thus they are structurally choice-free, allow concurrency and synchronization but not decisions.

**Property 2.2:** [5] Let \( N \) be a MG, \( N \) is consistent and its unique minimal \( T \)-semiflow is \( x = 1 \), where \( 1 \) is a vector with all component equal to 1.

In timed continuous Petri net (ContPN) the state equation has an explicit dependence on time: \( m(\tau) = m_0 + C \cdot \sigma(\tau) \) which through time differentiation becomes \( \dot{m}(\tau) = C \cdot \dot{\sigma}(\tau) \). The derivative of the firing sequence \( f(\tau) = \dot{\sigma}(\tau) \) is called the firing flow. Depending on how the flow is defined, many firing semantics appear, being the most used ones infinite and finite server semantics [17]. For a broad class of Petri nets it is shown that infinite server semantics offers better approximation to discrete systems than finite server semantics [14]. This paper deals with infinite server semantics for which the flow of a transition \( t_j \) at time \( \tau \) is the product of the firing rate, \( \lambda_j \), and the enabling degree of the transition at \( m(\tau) \):

\[
f(t_j, \tau) = \lambda_j \cdot \text{enab}(t_j, m(\tau)) = \lambda_j \cdot \min_{p_i \in t_j} \left\{ \frac{m(p_i, \tau)}{\text{Pre}(p_i, t_j)} \right\}
\]

For the sake of clarity, \( \tau \) will be omitted in the rest of the paper when there is no confusion: \( f(t_j, m) \) and \( m(p_i) \) will be used instead of \( f(t_j, \tau), m(\tau) \) and \( m(p_i, \tau) \).

### B. Implicit Places and Continuous Marked Graphs

A place \( p \) is called implicit when it is never the unique place restricting the firing of its output transitions. Hence, an implicit place can be removed without affecting the behavior of the rest of the system, i.e., the language of firing sequences of the original discrete system is preserved [18].

Normally, implicit places are determined by the structure but also depend on their initial markings. A place \( p \) that can be made implicit (with a proper initial marking \( m_0(p) \)) for any initial marking of the rest of the system is called structurally implicit place. A structurally implicit place which minimal initial marking can be linearly deduced from the marking of other places is said to be marking structurally implicit. More formally:

**Definition 2.3:** [18] Let \( N = (P \cup p, T, \text{Pre}, \text{Post}) \). The place \( p \) is marking structurally implicit place, iff there exists \( y \geq 0 \), such that \( C(p, T) = y \cdot C(P, T) \).

For strongly connected MGs, a marking structurally implicit place \( p \) verifies:

\[
C(p, \cdot) = \sum_{p_j \in P} C(p_j, \cdot) \text{ for } \forall \pi \in \mathcal{P}(t_e, t_s)
\]

where \( t_e = \{ p \}, t_s = p^* \), and \( \mathcal{P}(t_e, t_s) \) is the set of simple paths, i.e., the paths without repeated nodes, from \( t_e \) to \( t_s \) [6].

Given a marking structurally implicit place \( p \), the minimal initial marking to make \( p \) implicit is [6]:

\[
m_0(p) = m_0^{\min}(p) = \min \left\{ \sum_{p_j \in \pi} m_0(p_j) | \pi \in \mathcal{P}(t_e, t_s) \right\}
\]

**Example 2.4:** Fig. 1 shows a MG. It is easy to observe that from \( t_{12} \) to \( t_4 \) there exist two simple paths, \( \pi_1 = \{ t_{12}, t_{13}, t_{14}, t_{15} \} \) and \( \pi_2 = \{ t_{12}, t_{13}, t_{14}, t_{15} \} \). Therefore, \( \mathcal{P}(t_{12}, t_4) = \{ \pi_1, \pi_2 \} \).

With respect to \( \mathcal{P}(t_{12}, t_4) \), the added place \( p_{12.4} \) is marking structurally implicit with input transition \( t_{12} \) and output transition \( t_4 \). Similarly, if considering the path from \( t_5 \) to \( t_{11} \), \( \pi_3 = \{ t_5, t_6, t_7, p_8, t_{10}, p_{11}, t_{10}, t_{12}, t_{11} \} \), \( p_{5.11} \) is the corresponding marking structurally implicit place. There is a loop path from \( t_{11}, \pi_4 = \{ t_{11}, t_{13}, t_{10}, t_{12}, t_{11} \} \), therefore \( p_{11.11} \) is constructed.

In order to compute the minimal initial marking to make \( p_{12.4} \) implicit, the sum of markings in each path from \( t_{12} \) to \( t_4 \) is considered. Because the sum of markings of places in \( \pi_1 \) is 2, while for \( \pi_2 \) it is 1, according to (3), the minimal is chosen, so one token should be put into \( p_{12.4} \). Similarly, two tokens in \( p_{5.11} \), and one token in \( p_{11.11} \).

When the net system is considered as continuous, the minimal initial marking of marking structurally implicit places can also be calculated using (3).
III. Problem Statement

The classical centralized control theory has been proved inefficient for large scale distributed systems, in which the communication delay, time synchronization problems become significant. Therefore distributed or decentralized control is extensively explored in recent decades. In a decentralized controlled system, normally a complex dynamic system, the controllers are not centralized in one location, but are distributed in the subsystems, while typically, each controller can only access local resources and limited information from its neighbor subsystems.

Under the framework of ContMG, the large scale system is decomposed into subsystems that are modeled with ContMGs and controlled by the local controllers. Each local controller can obtain information from its neighbor subsystems through the interface places and transitions. The problem we deal with is: how to design the control action for each local controller which works independently, and drive the system from an initial marking \( m_0 \) to a final marking \( m_f \).

IV. Structural Decomposition of Marked Graphs

In this section we adapt the decomposition method developed in [6]. The idea is the following: given a strongly connected MG \( N \), it is first split into two subnets \( N_1 \) and \( N_2 \) according to a set of places \( B \), after that the complemented subnets \( \{CN_1\} \) are derived through adding marking structurally implicit places.

**Definition 4.1:** Let \( N = \langle P \cup B, T, \text{Pre}, \text{Post} \rangle \) be a strongly connected MG, \( B \) is said to be a cut if there exists subnets \( N_i = \langle P_i, T_i, \text{Pre}_i, \text{Post}_i \rangle \), \( i = 1, 2 \), such that:

(i) \( T_1 \cup T_2 = T \), \( T_1 \cap T_2 = \emptyset \)
(ii) \( P_1 \cup P_2 = P \), \( P_1 \cap P_2 = \emptyset \)

where \( U = \{B, B^\ast\} \) is said to be interface, which is partitioned into \( U_1 \), \( U_2 \), such that \( U_1 \cup U_2 = U \), \( U_i = T_i \cap U \).

**Example 4.2:** The non-dotted part in Fig. 2 are the subnets \( N_1 \), \( N_2 \) obtained from the MG in Fig. 1, which is cut by \( B = \{p_5, p_{14}\} \), with the interface \( U = \{t_4, t_5, t_{11}, t_{12}\} \), while \( U_1 = \{t_4, t_{12}\}, U_2 = \{t_5, t_{11}\} \).

After cutting, the two subsystems \( N_1 \) and \( N_2 \) are independent, because all the constraints from the rest of the system are removed. Therefore different behaviors are induced. The complemented subnet \( \{CN_1\} \) is obtained after adding marking structurally implicit places as approximations of other parts of the system that are missing.

**Definition 4.3:** Let \( N = \langle P \cup B, T, \text{Pre}, \text{Post} \rangle \) be a strongly connected MG. \( N_i = \langle P_i, T_i, \text{Pre}_i, \text{Post}_i \rangle \) be the subnets associated with a cut \( B \). The complemented subnet \( \{CN_1\} \) is obtained from \( N_i \) by copying \( B \) and \( U_j \), adding the marking structurally implicit places with respect to the paths \( \mathcal{P}(t_e, t_s) \) in \( N_j, t_e, t_s \in U_j, i, j = 1, 2, i \neq j \). The set of places being added to \( N_1 \) is denoted by \( IP_1 \).

In Fig. 2, the complemented subnet \( CN_1 \) is obtained after copying \( B = \{p_5, p_{14}\} \), \( U_2 = \{t_5, t_{11}\} \) and adding \( IP_1 = \{p_{5,11}, p_{11,11}\} \) to \( N_1 \), while \( CN_2 \) is obtained after copying \( B = \{p_5, p_{14}\} \), \( U_1 = \{t_4, t_{12}\} \) and adding \( IP_2 = \{p_{12,4}\} \) to \( N_2 \). Notice that cut \( B \) and interface \( U \) are shared in both subnets.

In order to calculate the initial marking of \( p_{e,s} \) that makes it implicit, we have to find out the path from \( t_e \) to \( t_s \) such that (3) is satisfied. There are some efficient algorithms which can be used, e.g., the algorithm of Floyd-Warshall [1].

Sometimes for a complex system, only one cut is not sufficient, because the complemented subnets are still difficult to handle. Therefore, the above decomposition process can be executed in multiple hierarchical levels. Fig. 3 presents the complemented subnets obtained after cutting \( CN_2 \) in Fig. 2 one more time, with \( B = \{p_6, p_{12}, p_{13}\} \). After this two level cutting, the original system is decomposed into three: \( CN_1 \), \( CN_{21} \) and \( CN_{22} \). It should be noticed that the order of cutting is not important, if the net in Fig. 1 is first cut by \( B_1 = \{p_6, p_{12}, p_{13}\} \), then by \( B_2 = \{p_5, p_{14}\} \), the exactly same subnets are obtained.

V. Decentralized Control of Large Scale Systems

The decentralized structure of a large scale system may be obtained using the decomposition method presented in section IV. In this section it shows that the ON-OFF controller developed in [19] can be applied to each subsystem, leading to the overall final state in minimum-time.

A firing count vector \( \vec{\sigma} \) driving the system to \( m_f \) is said to be minimal if it can not be written as: \( \vec{\sigma} = \vec{\zeta} + k \cdot \vec{x} \), where \( k > 0, \vec{\zeta} \) is a firing count vector driving the system to \( m_f \), and \( \vec{x} \) is a T-semiflow. An ON-OFF controller for structurally persistent ContPN is proposed in [19]: if \( \vec{\sigma} \) is
minimal, for any \( t_j \), simply let it ON before the cumulative flow of \( t_j \) reaches \( \bar{ \sigma}(t_j) \), and after that let it OFF. \( m_f \) is reached in minimum-time using this strategy.

Because MGs is a subclass of structurally persistent nets, this ON-OFF strategy can be applied. In the following, it is shown how to compute the control law (minimal firing count vector) in a decentralized way.

In the sequel, we will use the following notations:

1. \( m^0_i \): the initial marking of \( CN_i \), directly projected from \( m_0 \). For every \( p \in P_i \cup B \), \( m^0_i(p) = m_0(p) \), while for every added implicit place \( p \in IP_i \), \( m^0_i(p) = m_0^{\text{im}}(p) \).
2. \( m^1_i \): the final marking of \( CN_i \), directly projected from \( m_f \). For every \( p \in P_i \cup B \), \( m^1_i(p) = m_f(p) \). Every place \( p \in IP_i \) belongs to different circuit in \( CN_i \), and since \( CN_i \) is a strongly connected MG, each circuit forms a P-semiflow [16], \( m^1_i(p) \) can be easily computed.
3. \( \bar{ \sigma} \): the minimal firing count vector driving \((N, m_0) \) to \( m_f \).
4. \( \bar{ \sigma}_{prj} \): the firing count vector of \( CN_i \) directly projected from \( \bar{ \sigma} \). For every \( t_i \in T_i \), \( \bar{ \sigma}_{prj}(t_i) = \bar{ \sigma}(t_i) \).
5. \( \bar{ \sigma}_{min} \): the minimal firing count vector driving \( (CN_i, m^0_i) \) to \( m^1_i \).

A. Decomposition with One Cut

The most interesting point of the decomposition approach in section IV is: if proper initial markings are put into the added marking structurally implicit places to make them implicit, the projections of reachable markings and firing sequences of the original system are preserved in the complemented subnets [6], i.e., \( \bar{ \sigma}_{prj} \) can always be fired in \( CN_i \) with initial marking \( m^0_i \), leading to \( m^1_i \). In the framework of continuous net system, this is also true, and the exactly same proof can be constructed.

**Definition 5.1:** Let \( \bar{ \sigma}^1 \) be firing count vectors driving \((CN_i, m^0_i) \) to \( m^1_i \), \( i = 1, 2 \). \( \bar{ \sigma}^1 \) and \( \bar{ \sigma}^2 \) are said to be compatible if \( \bar{ \sigma}^1(t) = \bar{ \sigma}^2(t) \), \( \forall t \in U \).

**Definition 5.2:** Let \( \bar{ \sigma}^1 \) and \( \bar{ \sigma}^2 \) be compatible firing count vectors. The merge of them is defined as: \( \bar{ \sigma}^{12} = \bar{ \sigma}^1 \oplus \bar{ \sigma}^2 \), such that \( \forall t \in T_i \), \( \bar{ \sigma}^{12}(t) = \bar{ \sigma}^2(t) \), \( i = 1, 2 \).

**Example 5.3:** Let us consider the MG in Fig. 1 and its complemented subnets obtained using cut \( B = \{p_5, p_{14}\} \), and interface \( U = \{t_4, t_5, t_{11}, t_{12}\} \) in Fig. 2. Table I shows their initial, final markings and the firing count vectors. The initial markings of the added marking structurally implicit places are computed from (3), while their final markings are \( m^1_i(p_{0,11}) = 2.1, m^1_i(p_{11,11}) = 1 \), and \( m^1_i(p_{12,4}) = 1.5 \). Observe that \( \bar{ \sigma} \) is the minimal firing count vector driving \( N \) from \( m_0 \) to \( m_f \), i.e., \( m_f = m_0 + C \cdot \bar{ \sigma} \). Its projection in \( CN_1 \), \( \bar{ \sigma}_{prj} = [1.7 \ 2.3 \ 1.5 \ 1.1 \ 0.7 \ 0.6 \ 1.6 \ 2.1]^T \) is fireable and drives \( CN_1 \) from \( m^0_1 \) to \( m^1_1 \), but it is not minimal. The minimal firing count vector in this case is \( \bar{ \sigma}^{1\min} = [1.1 \ 1.7 \ 0.9 \ 0.5 \ 0.1 \ 0 \ 1.5]^T \). Fortunately, the projection can be obtained from the minimal one by adding 0.6 times the T-semiflow of \( CN_1 \), i.e., \( \bar{ \sigma}_{prj}^{1\min} = \bar{ \sigma}^{1\min} + 0.6 \cdot 1 \).

Table I: Markings and Firing Count Vectors

<table>
<thead>
<tr>
<th>( P )</th>
<th>( m_0 )</th>
<th>( m^0_i )</th>
<th>( m^1_i )</th>
<th>( \bar{ \sigma} )</th>
<th>( \bar{ \sigma}_{prj} )</th>
<th>( \bar{ \sigma}_{min}^{1\min} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1 )</td>
<td>( 1(0.4) )</td>
<td>( 1(0.4) )</td>
<td>( 1(1) )</td>
<td>( 17 )</td>
<td>( 17 )</td>
<td>( 17 )</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>( 0(0.2) )</td>
<td>( 0(0.2) )</td>
<td>( 0(1) )</td>
<td>( 22 )</td>
<td>( 22 )</td>
<td>( 22 )</td>
</tr>
<tr>
<td>( P_3 )</td>
<td>( 0(1.2) )</td>
<td>( 0(1.2) )</td>
<td>( 0(1.5) )</td>
<td>( 15 )</td>
<td>( 15 )</td>
<td>( 15 )</td>
</tr>
<tr>
<td>( P_4 )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.6) )</td>
<td>( 14 )</td>
<td>( 14 )</td>
<td>( 14 )</td>
</tr>
<tr>
<td>( P_5 )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.6) )</td>
<td>( 15 )</td>
<td>( 15 )</td>
<td>( 15 )</td>
</tr>
<tr>
<td>( P_6 )</td>
<td>( 0(0.2) )</td>
<td>( 0(0.2) )</td>
<td>( 0(0.5) )</td>
<td>( 67 )</td>
<td>( 67 )</td>
<td>( 67 )</td>
</tr>
<tr>
<td>( P_7 )</td>
<td>( 0(1.5) )</td>
<td>( 0(1.5) )</td>
<td>( 0(2) )</td>
<td>( 66 )</td>
<td>( 66 )</td>
<td>( 66 )</td>
</tr>
<tr>
<td>( P_8 )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.8) )</td>
<td>( 16 )</td>
<td>( 16 )</td>
<td>( 16 )</td>
</tr>
<tr>
<td>( P_9 )</td>
<td>( 0(1.0) )</td>
<td>( 0(1.0) )</td>
<td>( 0(1.5) )</td>
<td>( 12 )</td>
<td>( 12 )</td>
<td>( 12 )</td>
</tr>
<tr>
<td>( P_{10} )</td>
<td>( 0(1.0) )</td>
<td>( 0(1.0) )</td>
<td>( 0(2) )</td>
<td>( 13 )</td>
<td>( 13 )</td>
<td>( 13 )</td>
</tr>
<tr>
<td>( P_{11} )</td>
<td>( 0(0.5) )</td>
<td>( 0(0.5) )</td>
<td>( 0(1) )</td>
<td>( 6 )</td>
<td>( 6 )</td>
<td>( 6 )</td>
</tr>
<tr>
<td>( P_{12} )</td>
<td>( 0(1.0) )</td>
<td>( 0(1.0) )</td>
<td>( 0(1.5) )</td>
<td>( 12 )</td>
<td>( 12 )</td>
<td>( 12 )</td>
</tr>
<tr>
<td>( P_{13} )</td>
<td>( 0(0.5) )</td>
<td>( 0(0.5) )</td>
<td>( 0(2) )</td>
<td>( 14 )</td>
<td>( 14 )</td>
<td>( 14 )</td>
</tr>
<tr>
<td>( P_{14} )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.4) )</td>
<td>( 0(1) )</td>
<td>( 13 )</td>
<td>( 13 )</td>
<td>( 13 )</td>
</tr>
<tr>
<td>( P_{15} )</td>
<td>( 0(0.5) )</td>
<td>( 0(0.5) )</td>
<td>( 0(1.5) )</td>
<td>( 2(0) )</td>
<td>( 2(0) )</td>
<td>( 2(0) )</td>
</tr>
<tr>
<td>( P_{16} )</td>
<td>( 0(0.4) )</td>
<td>( 0(0.4) )</td>
<td>( 0(2) )</td>
<td>( 1(1) )</td>
<td>( 1(1) )</td>
<td>( 1(1) )</td>
</tr>
</tbody>
</table>

Until now, the time has been ignored and the previous result holds for untimed system. If all transitions are controllable, a marking \( m \) is reachable in the untimed model, if it is reachable in the timed one; while if a marking \( m \) is reachable in the untimed model, then it is asymptotically reachable in the timed one [13]. Therefore, similar results can be easily extended to ContMG. In particular, the projections of firing count vectors and reachable markings of the original system are preserved in the complemented subnets. In the sequel, we assume the system is live.

If the minimal firing count vectors of \( CN_1 \) and \( CN_2 \) are compatible, the merged vector is fireable in \( N \). In the case they are not compatible, like \( \bar{ \sigma}_{min}^{1\min} \) and \( \bar{ \sigma}_{min}^{2\min} \) in Ex. 5.3 (because \( \bar{ \sigma}(U, \bar{ \sigma}_{min}^{1\min}(t)) \neq \bar{ \sigma}_{min}^{2\min}(t) \)), a T-semiflow can be added to one of them to make them compatible. Finally, the
merged vector obtained is actually equal to $\tilde{\sigma}$.

**Proposition 5.4:** Let $(\mathcal{N}, m_0)$ be a live MG, with cut $B$ and corresponding interface $U$. $\tilde{\sigma}$ is the minimal firing count vector driving $(\mathcal{N}, m_0)$ to $m_f$, while $\sigma_{\min}$ is the minimal firing count vector driving $(\mathcal{CN}_i, m_0^i)$ to $m_f^i$. There exists $k \geq 0$, such that $\tilde{\sigma} = (\sigma_{\min}^i + k \cdot 1) = \sigma_{\min}^i$, $i = 1, 2, i \neq j$.

**Proof:** We will first prove that there exists a $k \geq 0$ to make $(\sigma_{\min}^i + k \cdot 1)$ and $\sigma_{\min}^j$ compatible, then by merging them, $\tilde{\sigma}$ is obtained.

Since the projection $\sigma_{prj}^i$ is a fireable vector in $(\mathcal{CN}_i, m_0^i)$ and $m_f^i$ is reached, while $\sigma_{\min}^i$ is the minimal firing count vector driving the system to $m_f^i$, we have:

$$\sigma_{prj}^i = \sigma_{\min}^i + \alpha_i \cdot 1, i = 1, 2, \alpha_i \geq 0$$

Without loss of generality, assume $\alpha_1 \leq \alpha_2$. If only considering the common transitions in $U$:

$$\sigma_{prj}^i(t) = \sigma_{\min}^i(t) + \alpha_i, \forall t \in U, i = 1, 2$$

Because $\sigma_{prj}^i(t) = \sigma_{prj}^j(t) = \sigma(t), \forall t \in U$, we have:

$$\sigma_{\min}^1(t) + \alpha_1 = \sigma_{\min}^2(t) + \alpha_2, \forall t \in U$$

Therefore,

$$\sigma_{\min}^1(t) - \sigma_{\min}^2(t) = \alpha_2 - \alpha_1 = k \geq 0, \forall t \in U$$

Hence $(\sigma_{\min}^i + k \cdot 1)$ and $\sigma_{\min}^j$ are compatible, and all the common transitions (t $\in U$) have the same firing counts. On the other side, $B$ are the common places of $\mathcal{CN}_1$ and $\mathcal{CN}_2$, and $B \cup B^c = U$, therefore,

$$m_0 + C \cdot (\sigma_{\min}^i + (\sigma_{\min}^j + k \cdot 1)) = m_f$$

Because the system is a live MG, there always exists a sequence $\zeta$ that can be fired, and its count vector $\tilde{\zeta}$ is equal to $\sigma_{\min}^i \oplus (\sigma_{\min}^j + k \cdot 1)$.

Since $\sigma_{\min}^i$, $\sigma_{\min}^j$ are minimal, $\tilde{\zeta}$ is also minimal. Because the minimal firing count vector is unique in a live MG [19],

$$\tilde{\sigma} = \sigma_{\min}^i \oplus (\sigma_{\min}^j + k \cdot 1) = \sigma$$

**Example 5.5:** In Ex. 5.3, $\sigma_{\min}^i$ and $\sigma_{\min}^j$ are not compatible. Observe that $\forall t \in U, \sigma_{\min}^i(t) - \sigma_{\min}^j(t) = 0.6$. Clearly, after adding $0.6 \cdot 1$ to $\sigma_{\min}^1$, they are compatible and can be merged: $\sigma = (\sigma_{\min}^i + 0.6 \cdot 1) \oplus \sigma_{\min}^j$. Notice that, $\sigma_{\min}^i$ is different from the direct projection from $\sigma$, while $\sigma_{\min}^j$ is equal to $\sigma_{\min}^j$. In fact, if $\sigma = (\sigma_{\min}^i + k \cdot 1) \oplus \sigma_{\min}^j$, then $\forall t \in T_i, \sigma(t) = \sigma_{\min}(t)$, therefore the minimal firing count vector and the projection are equal, i.e., $\sigma_{\min}^i = \sigma_{\min}^j$.

**Definition 5.6:** A complemented subnet $\mathcal{CN}_i$ is said to be critical, if $\sigma_{\min}^i = \sigma_{prj}^i$, i.e., $\forall t \in T_i, \sigma(t) = \sigma_{\min}^i(t)$.

**B. Decomposition with Hierarchical Cut**

Let us now assume that $\mathcal{N}$ has been cut into two $\mathcal{CN}_1$ and $\mathcal{CN}_2$ with $\sigma = (\sigma_{\min}^i + k \cdot 1) \oplus \sigma_{\min}^j$, then $\sigma_{\min}^i = \sigma_{prj}^i, \mathcal{CN}_2$ is critical. If $\mathcal{CN}_2$ is cut one more time into $\mathcal{CN}_{21}$, $\mathcal{CN}_{22}$ and suppose $\sigma_{\min}^{21} = (\sigma_{\min}^i + k \cdot 1) \oplus \sigma_{\min}^{22}$, then obviously $\mathcal{CN}_{22}$ is critical. The same result can be obtained when $\mathcal{CN}_{22}$ is cut again: there exists at least one subnet $\mathcal{CN}_i$ that is critical.

Two complemented subnets are neighbors if they share a cut. Because every time we split one net into two, each subnet has at least one neighbor. We will prove it is possible to make pairs of minimal firing vectors of neighbors to be compatible and obtain $\tilde{\sigma}$ after merging all of them.

**Proposition 5.7:** Let $(\mathcal{N}, m_0)$ be a live MG that is decomposed into $n$ subnets. Assuming $\mathcal{CN}_q, 1 \leq q \leq n$ is a critical complemented subnet, then there exist $\alpha_i, i = 1, 2, ..., n$ such that:

$$\tilde{\sigma} = \bigoplus_{i=1}^{n} (\sigma_{\min}^i + \alpha_i \cdot 1)$$

where $\alpha_i \geq 0, \alpha_q = 0$.

**Proof:** Since all complemented subnets are live MGs, $\sigma_{\min}^i + \alpha_i \cdot 1$ is also fireable in $\mathcal{CN}_i$. For any two neighbor subnets $\mathcal{CN}_i$ and $\mathcal{CN}_j$, $\alpha_i, \alpha_j \geq 0$ can be found such that $\sigma_{\min}^i + \alpha_i \cdot 1$ and $\sigma_{\min}^j + \alpha_j \cdot 1$ become compatible and can be merged. According to Proposition 5.4, after merging all the firing count vectors, $\tilde{\sigma}' = \bigoplus_{i=1}^{n} (\sigma_{\min}^i + \alpha_i \cdot 1)$ is obtained, which can be fired in $(\mathcal{N}, m_0)$, reaching $m_f$.

If all $\alpha_i > 0$, $\tilde{\sigma}$ is not the minimal firing count vector, then certain amount of $T$-semiflow can be subtracted from $\tilde{\sigma}'$ until $\tilde{\sigma} = \tilde{\sigma}'$.

Let us observe that it is possible to have more than one critical subnet, but considering there is a unique minimal firing count vector in a live MG, given any critical subnet, the same $\tilde{\sigma}$ is constructed.

**Example 5.8:** Let us examine the MG in Fig. 1 with the initial and final markings as listed in Table I. After cutting with $B_1 = \{ps, p14\}$ and $B_2 = \{ps, p12, p13\}$, we get three complemented subnets $\mathcal{CN}_1$ (Fig. 2(a)), $\mathcal{CN}_{21}, \mathcal{CN}_{22}$ (Fig. 3). $\mathcal{CN}_1$ and $\mathcal{CN}_{21}$ are neighbors sharing cutting $B_1, \mathcal{CN}_{21}$ and $\mathcal{CN}_{22}$ are neighbors sharing $B_2$. In Table II there are presented the corresponding minimal firing count vectors. It is obtained:

$$\tilde{\sigma} = (\sigma_{\min}^1 + 0.6 \cdot 1) \oplus \sigma_{\min}^2 \oplus \sigma_{\min}^3$$

Here $\mathcal{CN}_1, \mathcal{CN}_{21}, \mathcal{CN}_{22}$ both are critical subnets.

The rest of this section devotes to design an effective algorithm to search a critical subnet, and compute corresponding $\alpha_i$ to generate $\tilde{\sigma}$.

In order to make it more understandable, let us construct a graph $G = (V, W)$ to depict the relations among complemented subnets. Each node in $V$ represents a subnet, there are arcs between nodes $v_i$ and $v_j$ if the corresponding subnets $\mathcal{CN}_i$ and $\mathcal{CN}_j$ are neighbors. The weight of the arc from $v_i$ to $v_j$ is given by $w(v_i, v_j) = \sigma_{\min}^i(t) - \sigma_{\min}^j(t), \forall t \in U$, negative weight is also allowed here. So in the corresponding graph $G$ (Fig. 4), $w(v_2, v_1) = 0.6, w(v_1, v_2) = -0.6$, while $w(v_2, v_3) = w(v_3, v_2) = 0$. Let us denote by $W(v_i, v_j)$ the sum of the weights on the simple path from $v_i$ to $v_j$. 
Table II: Minimal firing count vectors

<table>
<thead>
<tr>
<th>T</th>
<th>( \bar{\sigma}(N) )</th>
<th>( \bar{\sigma}_{\min}(CN_1) )</th>
<th>( \bar{\sigma}<em>{\min}(CN</em>{21}) )</th>
<th>( \bar{\sigma}<em>{\min}(CN</em>{22}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>1.7</td>
<td>1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t_2 )</td>
<td>2.3</td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t_3 )</td>
<td>1.5</td>
<td>0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t_4 )</td>
<td>1.1</td>
<td>0.5</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>0.7</td>
<td>0.1</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>( t_6 )</td>
<td>0.5</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>( t_7 )</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>( t_8 )</td>
<td>0.6</td>
<td></td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td>( t_9 )</td>
<td>0.5</td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>( t_{10} )</td>
<td>0</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>( t_{11} )</td>
<td>0.6</td>
<td>0</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>( t_{12} )</td>
<td>1.6</td>
<td></td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>( t_{13} )</td>
<td>2.1</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. The graph \( G = (V, W) \) constructed from the three complemented subnets in Ex. 5.8

Since a cut splits a net into two subnets, in graph \( G \) there only exists one directed simple path from a node \( v_i \) to \( v_j \) (also from \( v_j, v_i \)) and \( W(v_i, v_j) = -W(v_j, v_i) \). If \( v_i \) and \( v_j \) are neighbors, then obviously \( W(v_i, v_j) = w(v_i, v_j) \).

It can be observed that, the sum of weights in the path from \( v_i \) to \( v_j \) reflects the relative difference of \( \bar{\sigma}^i_{\min} \) to \( \bar{\sigma}^{i'}_{\min} \). In Ex. 5.8, the relative difference of \( v_i \) to \( v_2 \) is \( w(v_3, v_2) = 6 \), while the one of \( v_3 \) to \( v_1 \) is \( W(v_3, v_1) = w(v_3, v_2) + w(v_2, v_1) = 0.6 \). Obviously we have \( \bar{\sigma} = (\bar{\sigma}^i_{\min} + 0.6 \cdot 1) \oplus (\bar{\sigma}^{i'}_{\min} + 0 \cdot 1) \oplus \bar{\sigma}_{\min}^{i'} \). Actually, the non-negative value \( \alpha_i \) in (4) is equal to \( W(v_q, v_i) \).

Property 5.9: Let \( v_q \in V \). If for any node \( v_i \in V \), \( W(v_i, v_q) \geq 0 \), then \( CN_q \) is a critical subnet.

**Proof:** If \( W(v_q, v_i) \geq 0 \), then let \( \alpha_i = W(v_q, v_i) \), \( \bar{\sigma} = \oplus_{i=1}^{n} (\bar{\sigma}^i_{\min} + W(v_q, v_i)) \cdot 1 \). Since \( \alpha_q = W(v_q, v_q) = 0 \), \( \bar{\sigma}_{\min}^{i'} = \bar{\sigma}_{prj} \). Therefore \( CN_q \) is critical.

Algorithm 1 searches a critical subnet based on the graph \( G \). First, all nodes are labeled as new. Then for each node \( v_i \) labeled as new, the relative differences from \( v_i \) to all others nodes \( v_j \), \( W(v_j, v_i) \), is computed. If one is found to be negative then \( v_i \) is not critical and it is labeled as old. If it is positive then \( v_i \) is not critical because \( W(v_j, v_i) \) must be negative, and \( v_j \) is labeled as old. When a node with all relative differences non-negative is found, or there is only one node labeled as new is left, the program finishes. When computing the sum of weights, of course the intermediate values that have been computed before should be reused. In the worst case, the complexity is \( O(2(n-1)) \), where \( n \) is the number of complemented subnets.

Algorithm 1 Search a critical subnet

**Input:** \( G = (V, W) \)

**Output:** A node \( v_q \in V \)

1. Label all the nodes in \( V \) as new;
2. while more than one node in \( V \) is labeled as new do
   3. Choose a node \( v_i \) from \( V \) which is labeled as new;
   4. for \( j = 1 \) to \( n \) do
      5. if \( W(j, i) \) has not been computed then
         6. compute \( W(i, j) \);
      7. if \( W(i, j) > 0 \) then
         8. label \( v_j \) as old;
      9. else if \( W(i, j) < 0 \) then
         10. label \( v_i \) as old;
   11. break;
   12. end if
   13. end if
   14. end for
   15. if \( j = n \) and \( v_i \) is labeled as new then
      16. return \( v_i \);
   17. end if
   18. end while
19. return The last node in \( V \) that is labeled as new

C. Control Structures

There are two kinds of controllers in the decentralized control system: local controllers and a supervisory controller.

Local controllers know only the structures of the local subsystem. The local control law (minimal firing count vector) \( \bar{\sigma}^i_{\min} \) of subsystem \( CN_i \) is first computed independently in the corresponding controller. Since this control law may be not globally applicable, its value is sent to the supervisory controller. After the updating information \( \alpha_i \) is received from the supervisory controller, the controller of \( CN_i \) can be implemented independently with the control law \( \bar{\sigma}^i_{\min} + \alpha_i \cdot 1 \).

The supervisory controller is mainly used to update the locally computed control laws in order to make them globally admissible. Based on the local control laws of subsystems, graph \( G \) is first constructed, and Algorithm 1 is applied to find a critical subnets \( CN_q \). Then the relative difference \( \alpha_i \) is computed and sent to \( CN_q \). Let us observe that the only information required by the supervisory controller are the local control laws, therefore all computations are done locally, so the communication cost is very low.

Algorithm 2, 3 are used by supervisory controller, local controller respectively.

VI. CASE STUDY

Let us consider the ContMG system in Fig. 5 which models a manufacturing system with three types of product lines which are assembled for one final product. The system
Algorithm 2 Supervisory Controller
Input: $\vec{s}_{\text{min}}$
Output: $\alpha$
1: Construct the graph $G = \langle V, W \rangle$;
2: Find out a critical subnet $CN_q$ using Algorithm 1;
3: Compute $\alpha_i$: the relative difference of $CN_q$ to $CN_i$;
4: Send $\alpha_i$ to $CN_i$, $i = 1, 2, \ldots, n$;

Algorithm 3 Local Controller $i$
Input: $CN_i$, $m_{i0}$, $m_{i}'$
Output: $\vec{s}_{\text{min}}$
1: Compute $\vec{s}_{\text{min}}$ driving the system to $m_{i}'$
2: Send $\vec{s}_{\text{min}}$ to the supervisory controller;
3: Receive $\alpha_i$ from the supervisory controller;
4: Update $\vec{s}_{\text{min}} \leftarrow \vec{s}_{\text{min}} + \alpha_i \cdot 1$
5: Apply ON-OFF control;

is cut into four subsystems through buffers $(B_1 = \{p_1, p_{12}\}$, $B_2 = \{p_{13}, p_{23}\}$, $B_3 = \{p_{24}, p_{38}\}$) of each product line, as shown in Fig. 6, where $p_{8,31}$, $p_{27,31}$, $p_{1,7}$, $p_{9,13}$, and $p_{10,24}$ are the added marking structurally implicit places.

Assuming the initial and desired final marking are listed in Table III. The corresponding minimal firing count vectors are easily computed, and the result is shown in Table IV.

<table>
<thead>
<tr>
<th>Table III: Initial and Final Markings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CN_1$</td>
</tr>
<tr>
<td>P</td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>P4</td>
</tr>
<tr>
<td>P5</td>
</tr>
<tr>
<td>P6</td>
</tr>
<tr>
<td>P7</td>
</tr>
<tr>
<td>P8</td>
</tr>
<tr>
<td>P9</td>
</tr>
<tr>
<td>P10</td>
</tr>
<tr>
<td>P11</td>
</tr>
<tr>
<td>P12</td>
</tr>
<tr>
<td>$p_{8,31}$</td>
</tr>
<tr>
<td>$p_{10,24}$</td>
</tr>
</tbody>
</table>

Graph $G$ (presented in Fig. 7) is constructed, in which $CN_4$ is neighbor to all the other subnets with weight $w(v_4, v_1) = w(v_4, v_3) = 2.8$, $w(v_4, v_2) = 2.2$. If Algorithm 1 is applied, $CN_4$ is found as the critical subnet.

The relative differences of $CN_4$ to all the other subnets can be computed, which in this case is very straightforward: $\alpha_1 = \alpha_2 = 2.8$, $\alpha_3 = 2.2$. Therefore, the minimal firing count vector is generated as: $\vec{s} = (\vec{s}_{\text{min}} + 2.8 \cdot 1) \oplus (\vec{s}_{\text{min}} + 2.8 \cdot 1) \oplus (\vec{s}_{\text{min}} + 2.2 \cdot 1) \oplus (\vec{s}_{\text{min}})$.

Finally, the local controllers can apply their control laws using an ON-OFF strategy. The global final marking is reached in 13.24 time units, that is the minimum time [19].

VII. CONCLUSIONS

Decentralized control could be a solution of controlling systems that are too complex to be handled with centralized controllers. This work focuses on decentralized control of large scale systems that are modeled with timed continuous MGS, aiming to drive the system from an initial marking to a desired final marking. The model is first decomposed into subnets with sets of places, then control laws are computed in a decentralized way. A supervisory control is introduced to make the locally computed laws globally applicable. After that, an ON-OFF strategy can be applied in each subnet, and final marking is reached in minimum time.

As a future work, we plan to investigate the possibility of developing an automatic system cutting procedure and applying this control method to more general nets structures.
TABLE IV

MINIMAL FIRING COUNT VECTORS

<table>
<thead>
<tr>
<th>CN1</th>
<th>CN2</th>
<th>CN3</th>
<th>CN4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\vec{\sigma}_1)</td>
<td>(\vec{\sigma}_2)</td>
<td>(\vec{\sigma}_3)</td>
<td>(\vec{\sigma}_4)</td>
</tr>
<tr>
<td>(\vec{\tau}_1)</td>
<td>1.8</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>(\vec{\tau}_2)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>(\vec{\tau}_3)</td>
<td>1.2</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>(\vec{\tau}_4)</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>(\vec{\tau}_5)</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>(\vec{\tau}_6)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>(\vec{\tau}_7)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>(\vec{\tau}_8)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>(\vec{\tau}_9)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(\vec{\tau}_{10})</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Fig. 5. A manufacturing system model

Fig. 7. The graph constructed from Table IV
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