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Abstract—Traffic systems are often highly populated discrete event systems that exhibit several modes of behavior such as free flow traffic, traffic jams, stop-and-go waves, etc. An appropriate closed loop control of the congested system is crucial in order to avoid undesirable behavior. This paper proposes a macroscopic model based on continuous Petri nets as a tool for designing control laws that improve the behavior of traffic systems. The main reason to use a continuous model is to avoid the state explosion problem inherent to large discrete event systems. The obtained model captures the different operation modes of a traffic system and is highly compositional. In order to handle the variability of the traffic conditions, a model predictive control strategy is proposed and validated.

I. INTRODUCTION

The behavior of a traffic system greatly depends on the density of vehicles in the traffic network and on the rules governing the flow of traffic, such as the switching control of traffic lights. Traffic models should cope with different modes of operation depending on the state and traffic conditions of the system. The use of traffic models gives one the chance to analyze, to simulate and to predict the future behavior of traffic systems. Thus these models enable the model based design of feedback control strategies, the application of which improves important traffic performance measures such as throughput, delay and fuel consumption.

The state of a traffic system is usually given by the discrete values counting the number of vehicles present in the different sections of the traffic network. Hence, in principle discrete event models (see [1], [2], [3] and references therein) are appropriate to accurately describe the behavior of traffic systems. Unfortunately, highly populated discrete systems suffer from the state explosion problem that makes the analysis of the system performance extremely difficult. Moreover the control strategies require accurate predictions exactly in those cases where traffic is congested, i.e., those cases where the state space explosion is most acute. One way of overcoming this problem is to relax the original model. Macroscopic models of traffic systems disregard the individual vehicles and consider only three real valued variables describing the local behavior (local both in space and in time) of the traffic flow: its density, its average speed, and the flow rate, which is the product of the density and the average speed. Examples of macroscopic traffic models can be found in [4], [5], [6], [7], [8].

Petri nets represent a powerful modeling formalism that has been successfully used in different application domains such as manufacturing and logistics. This paper deals with continuous Petri nets instead of 'classical' discrete Petri nets. Continuous Petri nets are the result of relaxing discrete nets by removing the integrality constraint in the firing of transitions. In contrast to discrete nets, the state of a continuous net is a vector of nonnegative real numbers and the firing of the transitions are real valued flows of material/cars that pass from the input places to the output places. This paper has two main goals:

- Obtain a macroscopic traffic model based on continuous Petri nets.
- Design a control strategy using such a model taking into account the changing traffic conditions.

An interesting feature of the proposed model is that the trade-off between accuracy and simplicity of the model can be easily achieved by modifying the Petri net structure. Moreover, given that road sections are modeled as independent subnets, each subnet being a timed continuous Petri net, the resulting model is highly compositional.

Macroscopic traffic models describe the behavior of a traffic network by interconnecting many road sections, and by describing the traffic variables density, average speed, and flow rate, in this particular road section at a given point in time. This model should represent faithfully the fundamental traffic diagram [9] which relates the local flow rate and the car density. To achieve this goal using continuous Petri nets, some time extensions to the existing continuous Petri net paradigm will be proposed. The model for the whole network is obtained by joining together the nets for the individual sections. Traffic lights are modelled by adding discrete places and discrete transitions to the system. Thus, the aggregate model is a hybrid Petri net (see [10] for preliminary results).

The behavior of the traffic system can be modified and controlled through the switching of traffic lights. The control goal that will be considered is to minimize the total delay of vehicles in the system. It is desirable to use a control strategy that is able to minimize the given objective function while taking into account the stochastic fluctuations in the inflow of cars into the system. A reasonable approach for this purpose is to adopt a model predictive control (MPC) policy [11], [12]. In comparison to previous work [7], [13], [14] that uses hybrid Petri nets, the results in the present paper:
allows to approximate the fundamental traffic diagram by means of the network structure (this way, no new firing semantics are necessary), and applies MPC to handle varying traffic conditions.

The paper is organized as follows: Section II introduces the continuous Petri net formalism. In Section III some extensions are added to this model to represent more realistically the dynamics of traffic systems. Section IV presents the timed continuous Petri net model for a traffic section. Such a model is the key structure to assemble larger models. In Section V the control problem and the model predictive control strategy are presented. Two control scenarios are reported in Section VI. The main conclusions are drawn in Section VII.

Some comment on the notation: Square brackets are used to access the value of a place or transition in a given vector, e.g., \( m[p] \) denotes the marking of \( p \in P \), while, e.g., \( C[P,t] \) denotes the column of size \( \sharp(P) \) corresponding to transition \( t \). Parenthesis are used to get the value of a variable at a given time, e.g., \( m(\tau) \) is the vector of markings at time \( \tau \), and \( m[p](\tau) \) is the marking of place \( p \) at time \( \tau \).

II. CONTINUOUS PETRI NETS

The reader is assumed to be familiar with Petri nets (PNs) (see [15], [16] for an introduction), a formalism with many domains of application (see [17], [18] for recent references). The Petri net systems that will be considered here are continuous [19], [20]. Unlike discrete PN, the marking and the arc weights of the net are non-negative real values, not necessarily integer-valued.

Definition 1: A continuous PN is a tuple \( N = (P,T,\text{Pre},\text{Post}) \) where \( P \) and \( T \) denote sets of places, resp. transitions, and \( \text{Pre} \in \mathbb{R}_{0+}^{P \times T} \) and \( \text{Pre} \in \mathbb{R}_{0+}^{P \times T} \) are the arc weight matrices.

A continuous PN system is a pair \( (N,m_0) \), where \( N \) specifies the net structure, and \( m_0 \in \mathbb{R}_{0+}^P \) is the initial marking. The set of input (resp. output) places of a given set \( V \) of transitions is denoted as \( V^\bullet \) (resp. \( V^* \)). Correspondingly, the set of input (resp. output) transitions of a given set \( W \) of places is denoted as \( W^\bullet \) (resp. \( W^* \)).

Continuous PNs are obtained as a relaxation of discrete ones. Unlike the “usual” discrete PN systems, the amount in which a transition can be fired in a continuous PN is a non-negative real number. Graphically, a continuous place is represented as a double circle and a continuous transition as a white box.

A transition \( t \) in a continuous PN is enabled at \( m \) if for every \( p \in \text{enab}(t,m) \), \( m[p] > 0 \). As in discrete PNs, the enabling degree at \( m \) of a transition measures the maximal amount in which the transition can be fired in a single occurrence:

\[
\text{enab}(t,m) = \min_{p \in \text{enab}(t,m)} \left\{ \frac{m[p]}{\text{Pre}[p,t]} \right\}
\]

The firing of \( t \) in a certain amount \( \alpha \leq \text{enab}(t,m) \) leads to a new marking \( m' \), and it is denoted as \( m + C[P,t] \cdot \alpha \). Generalizing the equations for discrete Petri nets \( m' = m + C[P,t] \cdot \alpha \). Thus, if \( m \) is the initial marking, the marking \( m' \) reached after several transition firings (with firing count vector \( \sigma \), i.e. the sum of the amounts by which each transitions has fired) is given by the fundamental state equation: \( m' = m + C \cdot \sigma \).

The evolution of the marking over time can also be expressed in terms of the state equation:

\[
m(\tau) = m_0 + C \cdot \sigma(\tau)
\]

where \( \tau \) represents time. Differentiating with respect to time \( m(\tau) = C \cdot \sigma(\tau) \) is obtained. Let us denote \( f = \sigma \), since it represents the flow through the transitions. In this paper the flow through transitions is variable (similar to [21]), more specifically, infinite server semantics [22] is used. It will be shown that infinite server semantics allows one to model in a natural way the rising edge of the fundamental traffic diagram.

Infinite server semantics is obtained from a first order or deterministic approximation of the discrete case. Thus, the flow through a transition \( t \) at instant \( \tau \) is defined as:

\[
f(t)(\tau) = \lambda(t) \cdot \text{enab}(t,m(\tau))
\]

where \( \lambda(t) > 0 \) is a constant parameter representing the internal speed of the transition. This way, the flow of a transition is proportional to the marking of the input place determining the enabling degree. The overall behavior of a time continuous PN is similar to that of a piecewise linear system. In PNs a switch between linear dynamics is triggered by a change in the marking of the input place determining the enabling degree of a transition.

III. TIMED PETRI NETS FOR TRAFFIC SYSTEMS

This section first analyzes the capabilities of continuous Petri nets to model the fundamental traffic diagram representing the behavior of a traffic system. Then, it proposes two modifications to the timed continuous Petri net formalism that are useful for obtaining more realistic, and yet compact, models for traffic systems.

A. Ratio marking vs. flow

Infinite server semantics is used in system models in which the processing speed, i.e., the flow of transitions, is proportional to the number of customers in the upstream place, i.e., proportional to the enabling degree. The following examples show how the flow of transitions and the rate of change of the marking of places can be affected by the arc weights.

Consider transition \( t_1 \) (see Figure 1(a)) that has one input place \( p_1 \). Its flow is \( f(t_1) = \lambda(t_1) \cdot m[p_1]/z \) where \( z > 0 \) is the weight of the arc. As shown in Section II, under infinite server semantics the marking changes according to \( m(\tau) = C \cdot f \). So, in this case \( m[p_1] = -z \cdot f(t_1) = -\lambda(t_1) \cdot m[p_1] \). Thus, the evolution of the marking of \( p_1 \) does not depend on \( z \), i.e., on the weight of the arc.

By slightly manipulating the system in Figure 1(a), it is possible to obtain a system in which the evolution of \( p_1 \) depends on the weight of its input (output) arc. Consider the system in Figure 1(b) with \( q > 0 \), and \( q - a > 0 \), since arc weights must be positive. Place \( p_2 \) is said to be a self-loop. The flow of transition \( t_2 \) is \( f(t_2) = \lambda(t_2) \cdot m[p_2]/q \), and the marking of \( p_2 \) evolves according to \( m[p_2] = (q - a - q) \cdot f(t_2) = -a/q \cdot \lambda(t_2) \cdot m[p_2] \).
that is, it depends on the parameter values \( q \) and \( a \). If \( a > 0 \) the marking of \( p_2 \) decreases (the condition \( q > a \) guarantees that the maximum rate of decrease is bounded by \( \dot{m}[p_2] = -\lambda t_2 \cdot m[p_2] \)). If \( a = 0 \) then \( m[p_2] \) is constant and so is the flow of \( t_2 \). If \( a < 0 \) then \( m[p_2] \) increases (the rate of increase is not bounded).

Following these ideas, the flow of a transition can be modeled as a piecewise linear function of the marking of a given place. Let us consider the system in Figure 2. Let the internal speed of \( t_1 \) be \( \lambda t_1 \), while the initial markings are given by \( m_0[p_1] = 0 \), \( m_0[p_2] = k \), \( m_0[p_3] = k + u \) and \( m_0[p_4] = h \) where \( k \), \( u \) and \( h \) are positive real values. From the net structure, the following marking invariants (or P-semiflows) can be deduced: \( \dot{m}[p_1] + \dot{m}[p_2] = k \), \( m[p_1] + m[p_3] = k + u \), and \( m[p_4] = h \). The existence of P-semiflows greatly helps to synthesize the Petri net structure and to choose the arc weights that realize a given piecewise linear relationship between the marking \( m[p_1] \) and the flow \( f[t_1] \). Later on, these piecewise linear relationships will be used to approximate the fundamental diagram expressing the relationship between density of cars and flow of cars in a given section of the road.

The thick line in Figure 3 plots the piecewise linear relationship between \( f[t_1] \) and \( m[p_1] \). When the marking of \( p_1 \) is smaller than \( h \cdot q \) it constrains the firing of \( t_1 \), and the flow of \( t_1 \) is proportional to \( m[p_1] \). As soon as \( m[p_1] \) satisfies \( m[p_1]/q > h \), the flow of \( t_1 \) is constrained by \( p_4 \). Given that the \( m[p_4] \) is constant the flow will also remain constant. Assume that \( m[p_1] \) keeps increasing. This fact involves a decrease in \( m[p_2] \) and \( m[p_3] \) since \( m[p_1] + m[p_2] = k \) and \( m[p_1] + m[p_3] = k + u \). Given that \( p_3 \) is also an input place of \( t_1 \), it will constrain the flow of \( t_1 \) if \( m[p_3]/s < h \) what is equivalent to \( m[p_1] > k + u - h \cdot s \). Since all markings are positive and \( m[p_1] + m[p_2] = k \), the maximum value that \( m[p_1] \) can get is \( k \). Summing up, the flow of \( t_1 \) is given by:

\[
\begin{align*}
f[t_1] &= \begin{cases} 
\lambda t_1 \cdot \frac{m[p_1]}{q} & \text{if } m[p_1] < h \cdot q \\
\lambda t_1 \cdot h & \text{if } h \cdot q \leq m[p_1] \leq k + u - h \cdot s \\
\lambda t_1 \cdot \frac{k + u - m[p_1]}{s} & \text{if } k + u - h \cdot s < m[p_1]
\end{cases}
\end{align*}
\]

Interestingly, the addition of a new self-loop can be used to slightly modify the piecewise relationship.

![Fig. 2. A continuous Petri net with several self-loops.](image)

![Fig. 3. The flow of transition \( t_1 \) (see Figure 2) is a piecewise linear function of the marking of \( p_1 \).](image)

![Fig. 4. The added self-loop can be used to slightly modify the piecewise relationship.](image)

B. Discrete time model

The standard continuous Petri net model with infinite server semantics has instantaneous flow of material (or vehicles in
the traffic model) from one place, e.g., representing a section in a traffic network, to the next place. Let us consider the system in Figure 5. It represents a machine, $t_1$, working at constant speed, $f[t_1] = \lambda[t_1] \cdot m[p_1]$, that places its production on a conveyor belt represented by $p_2$. One can imagine that machine $t_1$ places pieces of finished material at uniformly distributed locations on the conveyor belt $p_2$; the conveyor belt then moves those pieces to the second machine $t_2$ which removes the pieces from the conveyor belt. Machine $t_2$ then processes this input material and stores it in the warehouse $p_3$.

The initial marking of the system is $m_0 = (1 \ 0 \ 0)$, i.e., the conveyor belt and the warehouse are initially empty.

![Fig. 5. A continuous Petri net modeling a conveyor.](image)

According to the usual continuous time model the initial flow of $t_1$ is $f[t_1](\tau = 0) = \lambda[t_1]$. This implies that material is placed on the conveyor belt $p_2$ from the initial instant $\tau = 0$ ($m[p_2](\tau) > 0$ for every $\tau > 0$). This entails $f[t_2](\tau) > 0$ for every $\tau > 0$. This behavior cannot be a faithful representation of the real system behavior since it implies that an infinitesimal amount of the material spends zero units of time to reach $t_2$, i.e., the conveyor is infinitely fast (or infinitely short).

One way of avoiding an infinitely fast movement of material going from one transition to the next one is to use a discrete time model (alternatively [19] models this behavior by means of discrete transitions and $0^+$ weighted arcs). According to our approach, time is discretized in steps (intervals) of length $\Delta > 0$. At the beginning of each step, the flow of the transitions is computed with the usual expression for infinite server semantics: $f[t](k) = \lambda[t] \cdot \min_{p \in P^r \cdot \{m[p](k)/\text{Pre}[p, t]\}}$ for the $k^{th}$ step. The marking at the next step is defined by $m(k + 1) = m(k) + C \cdot f(k) \cdot \Delta$. This way, the flow of a transition during $\Delta$ units of time depends only on the marking of its input places at the beginning of the interval. The interval $\Delta$ can be seen as the minimal travelling time (delay) of the material between two transitions. In Figure 5, $\Delta$ is the time the conveyor takes to move a piece from $t_1$ to $t_2$. Notice that the flow of $t_2$ is zero during the first interval ($f[t_2](\tau = 0..\Delta) = 0$). This discrete time continuous PN model makes it possible to represent delays; moreover the fact that the flow of the system is constant during each interval allows one to carry out fast simulations.

### C. Maximum time period

In the discrete time model, $\Delta$ is a design parameter modeling the minimal time required to travel from the beginning of a section to the end of the section. According to the semantics defined in the previous subsection, the marking changes linearly during an interval. Thus, if $\Delta$ is set too high, it might lead to a negative marking. Fortunately, it is possible to compute an upper bound $\Delta_{max}$ such that for any $\Delta \leq \Delta_{max}$ the marking, calculated according to the semantics of the discrete time model, is guaranteed to always remain nonnegative. This upper bound depends only on the structure of the net (not on the marking), and can thus be calculated independently of the initial marking. In order to compute $\Delta_{max}$, each place will be considered separately. Without loss of generality one can assume that no input flow is coming into the place (since input flow is always positive and can only make the marking larger). For each place it will be calculated how fast it can become empty, given its maximal outflow rate. If $p$ is the place of the net that can become empty in the shortest time, let us say after $\gamma$ units of time, then $\Delta$ must be less than or equal to $\gamma$ to avoid negative markings.

Let us compute how fast the place $p_1$ of the system in Figure 6(a) can become empty. Clearly, the marking of $p_1$ decreases iff $r > s$, hence only this case is considered. Let us first compute how long it takes to empty $p_1$ if $\min[p_1] \leq \min[p_2]$ ($m[p_1]$ defines the enabling degree of $t_1$, i.e., $p_1$ is the constraining place for $t_1$). In that case $f[t_1](k) = \lambda[t_1] \cdot \frac{m[p_1](k)}{r}$ and

$$m[p_1](k + 1) = m[p_1](k) + (s - r) \cdot \lambda[t_1] \cdot \frac{m[p_1](k)}{r} \cdot \delta$$

It follows that $m[p_1](k + 1) = 0$ when $\delta = \frac{\lambda[t_1] \cdot (r - s)}{r}$.

Notice that in the case that $\min[p_1] > \min[p_2]$ ($m[p_2]$ defines the enabling degree of $t_1$) the flow through $t_1$ would be less than in the previous case and therefore it would take longer to empty $p_1$. Thus, for the system in Figure 6(a), place $p_1$ cannot get empty (whatever the marking $m[p_1](k)$ is) in less than $\frac{r}{\lambda[t_1] \cdot (r - s)}$ time units:

$$r \leq \frac{\lambda[t_1] \cdot (r - s)}{r}$$

Selecting a value of $\Delta$ smaller than the value given by (4) prevents $p_1$ from becoming negative.

![Fig. 6. The bound of $\Delta$ that ensures non-negative markings does not depend on the marking.](image)

A similar approach can be taken to compute a bound $\Delta_{max}$ for a system having places with several output transitions (see Figure 6(b)). As in the previous example, in order to compute the shortest emptying time of $p_1$ only the output transitions that decrease the marking are considered, i.e., $t_1$ (resp. $t_2$) is considered iff $r > s$ (resp. $u > v$). Similarly to the previous example, the shortest emptying time occurs when $p_1$ is determining the flow of both output transitions, that is, $\min[p_1] \leq \min[p_2](k)$ and $\min[u] \leq \min[p_3](k)$. So, if we assume that these inequalities hold the marking in the next step is:
### D. Emptying places

Let us consider the discrete time evolution of the system in Figure 7. Let $\Delta$ be the length of the time interval of the discrete time model (according to the previous Subsection, $\Delta \leq \min\{1/\lambda_{t_1}, 1/\lambda_{t_2}\}$). After the first time step of size $\Delta$, the marking of $p_1$ is

$$m[p_1](1) = m[p_1](0) + C \cdot f[t_1](0) \cdot \Delta = m[p_1](0) - \lambda_{t_1} \cdot m[p_1](0) \cdot \Delta = (1 - \lambda_{t_1} \cdot \Delta) \cdot m[p_1](0)$$

After the second time step

$$m[p_1](2) = (1 - \lambda_{t_1} \cdot \Delta) \cdot m[p_1](1) = (1 - \lambda_{t_1} \cdot \Delta)^2 \cdot m[p_1](0)$$

and after the $k^{th}$ time step

$$m[p_1](k) = (1 - \lambda_{t_1} \cdot \Delta)^k \cdot m[p_1](0)$$

This way, if $\Delta = 1/\lambda_{t_1}$, $p_1$ becomes empty after the first step and remains empty indefinitely. However, if $\Delta < 1/\lambda_{t_1}$ the evolution of $m[p_1]$ follows a geometric progression and never gets completely empty.

From a modeling point of view the emptying of a place at a geometric rate can be useful, for example, in order to model how a capacitor discharges exponentially. Nevertheless, for other modeling purposes this feature is not desirable. Suppose that the marking of $p_1$ is the number of pieces in a conveyor. Then, the flow of $t_1$ expresses the number of pieces leaving the conveyor per unit of time. If from a given instant no new pieces enter the conveyor, the flow of $t_1$ should remain constant until the conveyor empties. It would not be realistic that the flow of $t_1$ decreases exponentially as the conveyor empties.

By slightly modifying the described firing semantics it is possible to avoid falling in a geometric progression when emptying a place: For a given transition $t$ and at a given step $k$ it will be checked whether its input place determining the enabling degree had input flow (new customers) during the previous step $k-1$. If there was no input flow to that place the flow of $t$ is kept the same, $f[t](k) = f[t](k-1)$, otherwise the usual firing semantics is applied, $f[t](k) = \lambda[t] \cdot \text{enab}(t, m, k)$. Keeping the same flow of a transition allows one to empty a place in finite time. Anyway, one should be aware that this modification in the model leads to non pure discrete time infinite server semantics and could cause negative markings even if the bound for $\Delta$ is considered. In order to avoid negative markings, the flow of the transitions will be forced to be the minimum between the value just described and the flow that would empty one of the input places at the end of the time interval. This way, places become empty exactly at the end of time intervals.

Observe that many properties that make Petri nets so useful for modeling remain valid after the modifications introduced in this section. For example our discrete time continuous PNs will satisfy place invariants and transition invariants, markings are still states for the dynamic evolution, structural analysis is applicable, etc.

### IV. A MODEL FOR TRAFFIC SYSTEMS

This section proposes a model for traffic systems based on the concepts presented in the previous sections. The model assumes that the road can be virtually divided into several road sections. In Subsection IV-A a continuous PN model for one single road section is presented. Subsection IV-B uses this model of a single road section as a building block for assembling large traffic networks. Traffic lights are modeled in Subsection IV-C as discrete places and discrete transitions connected to the continuous PN model.

#### A. A road section

The traffic model to be presented requires a spatial discretization of the road to be modelled, i.e., the road is divided into several sections. In this subsection, a continuous PN model for one single road section is presented.

The state of a section of a road network is described by three macroscopic variables: the density $d(\tau)$ of cars at time $\tau$, their average speed $v(\tau)$ and the flow $f(\tau)$. The marking $m(\tau)$ of a place will represent the number of cars in the section, these cars being uniformly distributed along the length of the road.
section, and having average speed \( v(\tau) \). Note that \( m(\tau) \) is proportional to the density \( d(\tau) \) of cars along the section. The flow \( f(\tau) \) of cars leaving the section is then \( f(\tau) = d(\tau) \cdot v(\tau) \).

In a traffic system the cars in a section with low density travel at a given free speed, this is called free flow traffic. In this case the flow out of the section increases proportionally to the density. When the density of the section is higher, the average speed decreases and the flow out of the section ideally remains constant. If the density is much higher, the traffic becomes heavy and the flow out of the section decreases due to congestion. This (bell shaped) relationship between the flow and the density is known as the fundamental traffic diagram [9]. In the proposed model the fundamental traffic diagram will be approximated by a piecwise linear function following the ideas in Subsection III-A. First, a net that models free flow traffic and constant flow traffic is presented. Later on, it will be shown how the decrease in flow due to congestion is modeled when two sections are joined.

Figure 8(a) is the first step to model a given road section \( i \). The number of cars in section \( i \) is represented by the marking of place \( p_i^j \), the flow of cars leaving the section is the flow of transition \( t_i \), and the flow of cars entering the section is the flow of transition \( t_{i-1} \). If \( p_i^j \) is ignored, the use of infinite server semantics establishes \( f[t_i] = \lambda[t_i] \cdot m[p_i^j] \), i.e., the outflow is proportional to the density. Hence, the subnet \( p_i^j \), \( t_i \) with an appropriate \( \lambda[t_i] \) models free flow traffic. Notice that this relationship between the flow and the marking, \( f[t_i] = \lambda[t_i] \cdot m[p_i^j] \), cannot be represented with finite server semantics where the flow of a transition is independent of the marking of its positively marked input places [23].

For simplicity, it will be assumed that the system mode changes from free flow to constant flow traffic without intermediate modes. Nonetheless, for a better approximation of the fundamental diagram, such intermediate modes can be easily modeled by adding more self-loop places (as in Subsection III-A). Constant flow traffic can be modeled by adding \( p_3 \). The marking of \( p_3 \) is always constant and imposes an upper bound on the flow of \( t_i \), \( f[t_i] = \lambda[t_i] \cdot \min\{m[p_1^j], m[p_3^j]\} \). Therefore, when \( m[p_1^j] \geq m[p_3^j] \) the flow of \( t_i \) is constant, \( f[t_i] = \lambda[t_i] \cdot m[p_3^j] = \lambda[t_i] \cdot h^i \).

\[ \text{where } k^i \text{ represents the capacity of the section and } m[p_2^j] \text{ represents the number of free gaps in the section.} \]

The model of a road section as proposed above describes the behavior of the system before the onset of congestion. Subsection IV-B shows that the behavior of a congested section is captured in a natural way as a result of the interaction with downstream sections.

### B. Joining sections

In a PN model with several sections, two adjacent sections, \( i, j \), share a transition, \( t_i \), whose flow represents the flow rate of cars passing the boundary between section \( i \) and section \( j \) (measured in cars per time unit). This transition \( t_i \) has three input places: \( p_i^j \) representing the number of cars in section \( i \), \( p_3^j \) with constant marking bounding the flow of \( t_i \) and \( p_2^j \) representing the number of gaps in section \( j \). Therefore, the flow of cars from section \( i \) to section \( j+1 \) also depends on the number of gaps in the downstream section \( j \), \( f[t_i] = \lambda[t_i] \cdot \min\{m[p_1^j], m[p_3^j], m[p_2^{j+1}]\} \). This model closely represents the physical reality of the upstream propagation of a traffic jam. Indeed, if not enough free gaps are available downstream, i.e. if the downstream section is congested, then the outflow from the upstream section will decrease. The outflow from \( t_i \) is thus, proportional to the minimum of the number of cars desiring to leave the upstream section, i.e., the number of tokens in the upstream place \( p_i \), and the number of cars allowed to enter the downstream section, i.e., the number of tokens in downstream place \( p_2^{j+1} \). This is analogous to the sending and receiving functions described in [24].

The outflow from a low density section \( i \) (a section in free flow condition with \( d_i(\tau) \leq h \cdot q \)) is proportional to the number of cars \( f[t_i] = \lambda[t_i] \cdot \min\{m[p_1^j], m[p_3^j]\} \) with proportionality constant \( \lambda[t_i] \). If the downstream section becomes full, the outflow is proportional to the number of gaps of the downstream section \( f[t_i] = \lambda[t_i] \cdot \min\{m[p_2^{j+1}]\} \), with \( \lambda[t_i] \) as the proportionality constant. This model implies that the proportionality constant \( \lambda[t_i] \) takes the same value under both situations. This is not in agreement with real traffic data. One way to avoid this fact is to use arc loops as shown in Figure 1. The use of such arc loops allows one to have different proportionality constants for the density of cars and the number of gaps. Notice that the constant flow traffic is modeled thanks to a place, \( p_2^j \), with a constant marking. Hence, for any \( \lambda[t_i] \) its marking can be chosen to correctly upper bound the flow of \( t_i \) without introducing weights in its input/output arcs.

Figure 9 shows a traffic model consisting of three sections with arc loops controlling the proportionality constants. With an appropriate \( \lambda \), that system can be reduced to an equivalent one with only one arc loop for each transition (since \( \lambda[t_i] \) is already the proportionality constant either for the density or for the number of gaps).

Notice that the special features of the model described previously are useful for traffic modeling. By using a discrete time model it is possible to represent the minimal delay of the cars coming from the input transition of a given section to the output transition of the same section. This time interval,
\[Δ\], can be seen as the minimal time required for a car to travel from the beginning of a section to the beginning of the next one. A continuous time model could be possible, but then it would require an infinite dimensional state space, corresponding to infinitely many infinitesimally short sections (a partial differential equation is obtained by letting \(Δ\) go to 0). Besides, the extensions presented in this paper allow sections to become empty in finite time by keeping the outflow constant as long as no inflow exists. These extensions represent more faithfully the behavior of a real traffic system than the original continuous PN formalism, and they will be used in the sequel for simulations.

C. Traffic lights

Traffic lights are the most common way to control real traffic systems. Traffic lights can be seen as discrete event systems whose state can be either red, amber or green. This is why we propose to model traffic lights with simple discrete Petri nets. See Figure 10 for traffic lights ruling an intersection of two one-way streets \(R1\) and \(R2\).

Figure 11 sketches how the flow of cars coming from \(R1\) and \(R2\) is regulated by the traffic lights. The flow of cars crossing the intersection from \(R1\) (\(R2\)) at a given time is obtained by multiplying the flow of the continuous transition (see Section III) associated to \(R1\) (\(R2\)) by the value \(v(R1)\) (\(v(R2)\)) at the corresponding time, as plotted in Figure 11. For instance, the flow of transition \(t1\) in Figure 12 during phase \(gg\) is the same as if there were no traffic lights since \(v(R1) = 1\); during phase \(gr\) the flow decreases linearly and becomes zero after \(α\) time units; all along phase \(rr\) the flow remains equal to zero; finally, \(β\) time units before the end of phase \(rg\) the flow increases linearly from zero to the value it would take if there were no traffic lights.

![Fig. 10. A discrete Petri net modeling traffic lights in an intersection.](image)

![Fig. 11. Scaling factors, \(v(R1)\) and \(v(R2)\), for the flows of the four traffic lights phases.](image)

Phases \(gr\) and \(rg\) allow one to model how the flow of cars evolves smoothly from maximal flow to zero flow and vice versa, and so to obtain a more realistic model of the traffic system. The positive real values \(α\) and \(β\) are modeling parameters that have to fulfill \(α + β < Δ\) (where \(Δ\) is the value used in the discrete time model proposed in subsection IV-B). The safety time interval during which no cars cross the intersection is \(Δ - α - β\).

V. Control strategy

This section illustrates how the model of road traffic as developed above can be used for designing a model predictive feedback controller, approximately minimizing a given objective function. The first subsections introduce the objective function and the control constraints that have to be considered. Then, the model predictive control scheme is presented.

A. Objective function

Many different control goals can be pursued for traffic systems. In this paper we focus on the minimization of the total delay (waiting time) of the cars in the system. In other words the control strategy used by the traffic lights must minimize the sum of the time delays spent by all cars during the control horizon in which the control is applied.

Let us consider that the marking of place \(p_i\) represents the number of cars in section \(i\). Then, in the continuous time domain the delay of all the cars passing through section \(i\) during the time interval from 0 to \(ρ\) is given by the integral
Fig. 12. An intersection modeled by a continuous Petri net.

\[ \sum_{t \in T_{out}} \int_0^\tau f[t](\xi) d\xi d\tau \]

Hence only the delays of the output transitions of the system are required. Assume for the sake of simplicity that the output transitions of the system are not regulated by traffic lights. Assume that the discrete time domain described in Subsection III-B is implemented by the simulator of the network. Then the flow of any output transition \( t_i \) is piecewise constant, all periods being of length \( \Delta \). At the end of the period \( H \), where \( H = \frac{1}{\Delta} \):

\[ \int_0^\tau \int_0^\tau f[t](\xi) d\xi d\tau = \frac{\Delta^2}{2} \sum_{i=1}^H (2 \cdot (H - i) + 1) \cdot f^i[t] \]

where \( f^i[t] \) is the flow of transition \( t \) at the beginning of period \( i \). Since \( \Delta \) is constant it can be removed from the objective function. The final expression for the objective function is obtained by applying Equation (11) to every output transition of the system and summing the obtained values:

\[ \max \sum_{i=1}^H (2 \cdot (H - i) + 1) \cdot \sum_{t \in T_{out}} f^i[t] \]
The input data of the MPC are: the structure of the model (roads, intersections, traffic lights,...), the initial state of the system (number of cars in each section and state of the traffic lights), the time interval (Δ), the control horizon (H), the maximum red (Mred) and minimum green (mgreen) intervals allowed for each intersection, and the inflows of cars at the entrance transitions. The following algorithm sketches the MPC structure for the traffic model:

Algorithm 1:

**Input:** System structure, Initial state, Δ, H, Mred, mgreen, Inflow of cars

1) Current_state := Initial_state
2) loop
3) Compute the potential switching sequences of traffic lights over control horizon 'H' satisfying the 'Mred' and 'mgreen' constraints
4) Take the switching sequence 's' that minimizes the total delay of the system from Current_state over period 'h'
5) Apply the first control action specified by 's' on the traffic lights
6) Get the 'New_state' of the system after Δ time units
7) Current_state := New_state
8) end loop

The commands in steps 3 and 4 compute the control action for the next step according to the current state. The commands in steps 5, 6 and 7 apply the computed control action during one time period and update the system state. Given that the number of switching sequences is exponential with respect to the number of traffic lights, the computation time of step 4 might become too high if one must check every single sequence to find the optimal one. Fortunately, only the sequences satisfying the 'Mred' and 'mgreen' constraints must be checked. The optimal sequence is obtained by simulation: after the simulation of each feasible sequence, the one yielding the minimum total delay is selected.

VI. CONTROL SCENARIOS

This section shows two traffic scenarios modeled by timed continuous Petri nets and controlled by the MPC feedback controller proposed in Subsection V-C.

A. An intersection

This traffic scenario, modeled as in Figure 12 (see Figure 13 for a sketch), consists of two one-way streets R1 and R2 that cross at an intersection. Each road R1 and R2 is divided into two sections: R1 consisting of S1 and S3, and R2 consisting of S2 and S4. Traffic lights regulate the flow of cars at the intersection, i.e., at the end of sections S1 and S2. For the sake of simplicity all sections are assumed to have the same parameters. Each section has two lanes with a total capacity of 60 cars. The model parameters are the following: \( q_1 = q_2 = q_3 = q_4 = 100, r_3 = r_4 = 80, \lambda_{[t_1]} = \lambda_{[t_2]} = \lambda_{[t_3]} = \lambda_{[t_4]} = 4, \lambda_{[t_5]} = \lambda_{[t_6]} = 5 \) and \( m[p_1^0] = m[p_2^0] = m[p_3^0] = m[p_4^0] = 0.4 \). The initial distribution of cars in the system is: \( m[p_1^0] = 15, m[p_2^0] = 20, m[p_3^0] = 35, m[p_4^0] = 15 \).

Since the capacity of the sections is 60, the initial values of the complementary places are \( m_0[p_2^0] = 25, m_0[p_1^0] = 45 \). The flow rate cars/second entering R1 (resp. R2) is a random variable uniformly distributed in the interval \([0.2, 0.3]\) (resp. \([0.4, 0.6]\)).

Fig. 13. Sketch of the traffic system in Figure 12.

Time is discretized in periods of 8 seconds, i.e., \( \Delta = 8 \). The parameters \( \alpha \) and \( \beta \) for traffic light phases \( r_g \) and \( g_r \), see Subsection IV-C, are \( \alpha = 3 \) seconds and \( \beta = 2 \) seconds. The maximum interval of red lights is specified as \( 6 \cdot \Delta = 48 \) seconds.

The goal of the MPC is to minimize the total delay of cars in the system. The control horizon is 6 periods, i.e., 48 seconds, which is sufficient for a car to cross the whole system provided there are no traffic jams. Figure 14 shows the evolution of the number of cars in each section under MPC, where \( m \) stands for \( m[p_1^0|m[p_1^0], m[p_3^0], m[p_4^0]] \), i.e., the number of cars in S1(S2, S3, S4). Green lights for R1, so red lights for R2, are represented by stars at 1. Red lights for R1, so green lights for R2, are represented by stars at 3. Stars at 2 represent switching from red to green and vice versa. Since the input flow to R2 is greater than the input flow to R1, the result of the MPC is that green lights for R2 last longer than for R1. Given that the incoming flow to R2 is stochastic, the rate green/red of the traffic lights is not constant.

Fig. 14. Evolution of the system in Figure 12 under MPC.

Figure 15 presents the evolution under a "blind" (non MPC) control that disregards the state of the system and that simply
applies a constant switching interval to the traffic lights: 32 seconds for red lights and 32 seconds for green lights (the value 32 seconds was chosen after some experimentation as optimal for an open loop control of the traffic lights). The result is a more congested traffic than with MPC control. In particular, section 2 starts to saturate due to its high incoming flow.

![Flow diagram](image)

Fig. 15. Evolution of the system in Figure 12 under "blind" control.

Let us illustrate how the MPC "reacts" when the traffic conditions change. Assume that at time $\tau = 200$ the flow of cars entering $R2$ changes from a random variable in $[0.4, 0.6]$ to a constant rate of 0.3 cars per second. This reduction in flow can be due to traffic works, accidents, etc. Figure 16 shows how the MPC automatically adjusts the green ratio after the flow change.

![Flow diagram](image)

Fig. 16. MPC control of the system in Figure 12 after a flow change.

**B. Main road and several intersections**

Let us now consider the traffic scenario depicted in Figure 17. It consists of a main road $R1$ that is crossed by three roads $R2$, $R3$ and $R4$ with traffic moving only in the direction indicated by the arrows. Each intersection is regulated by traffic lights: intersection $R1R2$ by traffic lights 1 (tl1), intersection $R1R3$ by traffic lights 2 (tl2), and intersection $R1R4$ by traffic lights 3 (tl3). Road $R1$ is composed of sections $S11$, $S12$, $S13$, $S14$, $S15$ and $S16$; road $R2$ is composed of sections $S21$ and $S22$; road $R3$ is composed of sections $S31$ and $S32$; and road $R4$ is composed of sections $S41$ and $S42$.

The sections in $R1$ have 3 lanes and capacity for 90 cars. The $\lambda$ associated to the transitions in $R1$ is equal to 5 and the marking of the place in the self-loop (like $m_{i3}$ in the previous scenario) is equal to 0.45. The sections in roads $R2$, $R3$ and $R4$ have two lanes and a capacity of 60 cars, the associated $\lambda$ is equal to 4 and the marking of the places in the self-loops is equal to 0.4. The initial car loads of sections $S11$, $S12$, $S13$, $S14$, $S15$, $S16$, $S21$, $S22$, $S31$, $S32$, $S41$ and $S42$ are 20, 40, 45, 50, 20, 35, 20, 25, 20, 35, 40 and 35 respectively. The weights of the arcs are $q = 100$ and $r = 80$ for all sections. It is assumed that the incoming flow of cars varies stochastically. For $R1$ the incoming flow yields in the interval $[0.4, 0.7]$ cars/second, for $R2$ in the interval $[0.2, 0.5]$, for $R3$ in $[0.2, 0.4]$, and for $R4$ in $[0.3, 0.5]$.

![Main road and intersections](image)

Fig. 17. A main road crossed by three roads.

Time has been discretized in periods of $\Delta = 8$ seconds. The values $\alpha$ and $\beta$ for soft switching from red to green are $\alpha = 3$ and $\beta = 2$ seconds. The MPC algorithm has been applied to this traffic scenario. The goal of the control is minimizing the total delay of cars. As detailed in Subsection V-A, this is equivalent to maximizing a function (12) that depends on the flow of the output transitions of the system. The output transitions of the system in Figure 17 are the ones corresponding to sections $S16$, $S22$, $S32$ and $S41$. Notice, however, that if only those output transitions are considered the cars entering $R1$ are not in a fair situation: They have to cross 6 sections to leave the system while the rest of the cars only have to cross 2 sections ($R2$, $R3$ and $R4$ have been modeled just by 2 sections). This way, a controller that considers only $S16$, $S22$, $S32$ and $S41$ as output sections will give less priority to $R1$ at intersections $R1R2$ and $R1R3$ (given that it takes longer to flush out the cars in $R1$). An easy way to make the situation fair is to consider the transitions after the intersections as output transitions, i.e., transition between $S12$ and $S13$, and transition between $S14$ and $S15$ are taken as output transitions.

Figure 18 shows the result of applying the MPC scheme during 50 periods (400 seconds). The control horizon for the
MPC was 6 periods, i.e., 48 seconds. Maximum intervals of 40 seconds for red lights and minimum intervals of 16 seconds for green lights were established. Figure 18 upper (middle, lower) shows the evolution of the number of cars in sections $S_{21}$ and $S_{22}$ ($S_{31}$ and $S_{32}$, $S_{41}$ and $S_{42}$) as well as the state of the traffic lights regulating the intersection $R_1R_2(R_1R_3, R_1R_4)$: 1 means green lights for $R_2(R_3, R_4)$, 2 means traffic lights switching. Given that $R_1$ is more loaded than the other roads and its incoming flow is higher, the controller gives priority to $R_1$. The rate green/red in each intersection adapts dynamically to the stochastic changes in the incoming flows. This control scenario was run under Matlab 6.5 on a Pentium Centrino 1.5 GHz. The step computation time was 1.1 seconds, implying that a real time application of this strategy may be feasible for traffic systems of reasonable size.

VII. CONCLUSIONS

A dynamical model based on continuous Petri nets has been introduced to model the macroscopic behavior of traffic systems. In such a model, the marking of a place represents the number of cars in a given section, and the firing speed of its output transitions stands for the flow of cars leaving that section. By properly selecting the weights of the arcs of the Petri net one can adjust the flow of cars to approximate a given traffic diagram. Some of the main advantages of a continuous Petri net model are: a) it enjoys all structural properties of classical Petri nets; b) it can approximate arbitrarily well a traffic diagram; c) it is highly compositional, i.e., the different parts of the system can be designed separately, and then assembled together easily.

The described traffic model provides a basis to apply a control strategy on traffic systems. Given that the traffic conditions in a traffic road may vary rapidly, a model predictive control approach is a good choice to handle such changes. It has been shown how this control approach can be used to minimize the total delay of cars in the traffic network.
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