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Abstract—The challenge addressed in this paper involves
research of computer vision and robotic techniques to be part
of a personal assistance system based on visual information.
Main features envisioned include not only navigation assistance in
known or unknown environments, but also enhanced capabilities
in safety and human perception augmentation. Current systems
in the context of assistive devices do not provide enough level
of performance, and their capabilities are still quite limited.
These are normally based on conventional sensors and, although
perception can be greatly improved by sensor fusion, long term
research should also consider unconventional vision devices to
expand the system’s potential. We refer as unconventional vision
systems to those consisting in more than a classical or standard
camera. So, the visual assistant will be wearable including
conventional and unconventional camera systems. We aim for a
human-centered system, which complements rather than replaces
human abilities, allowing enhanced interaction and integration of
the user in the environment. We present several complementary
approaches based on different unconventional camera systems.
Possible users of the investigated technologies will range from
visually impaired people to users with normal visual capabilities
performing specific tasks, passing also into humanoid robots.

I. INTRODUCTION

The ability of navigating effectively in the environment
is natural for people, but not easy to achieve under certain
circumstances, such as the case of visually impaired people
or unknown and intricate environments. In a similar way, the
recognition of places, objects or signs is another fundamental
ability in our daily life. Humans solve these problems mainly
with vision and memory combined with our learning ability.
According to the World Health Organization (WHO), in 2020
there will be 75 millions of blind people and more than
200 millions visually impaired. However, we should note
that not only these people would benefit from a personal
visual assistant, but also people with common visual capabil-
ities performing specific tasks (such as firefighters, police or
tourists). A personal assistant that helps with the localization
and navigation in unknown, difficult or not frequently visited
environments, with recognizing a building or with reading a
sign in an unknown language would be of great interest.

Different wearable navigation systems have been proposed
in the literature for visually impaired people, and a detailed
survey is provided in [1]. Currently, there is an increasing in-
terest in devising robotics systems for personal assistance. For
instance, [2] presents a robotics proposal for guiding visual-
impaired people and for people safety in rescue operations
using portable laser-scanner systems on the head. Previous
vision-based methods adapted to human navigation and guid-
ance considered stereo vision [3], or wireless communication
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technology [4]. Another interesting related proposal is the
vision based navigation assistant presented in [5], which builds
a topological map using a system composed of four uncali-
brated cameras mounted on the user’s shoulders. However, the
capabilities of these systems are still quite limited and they do
not provide enough level of performance as would be required
by the possible end users. Additionally, future applications
envisioned by society are even more and more demanding in
terms of the quality and quantity of the information gathered
from the environment by the assistive system.

In this framework, usual approaches consider standard
sensors to gather the input information, such as ultrasonic
sensors, conventional cameras or compasses. The perception
results are also greatly improved by sensor fusion, and relevant
advances have been addressed in the last decades in this topic.
Nevertheless, we think that long term research should also
consider unconventional vision devices to expand the system’s
potential and to overcome the gap between the research results
and the end user demands. Thus, the main goal is to investigate
the possibilities of unconventional vision sensors, currently an
open research issue, due to the great amount of information
they provide and to their low cost and good miniaturization
perspectives. A spectacular increase in low-cost computational
power has also taken place, making possible the processing of
massive sensorial information, opening applications that were
inconceivable a few years ago.

The challenge of developing effective systems should be
supported by the research of computer vision techniques as
part of a personal assistant based on visual localization and
scene understanding, which are complementary tasks that can
help each other. This will bring new research opportunities
but will also raise some challenges. The main difficulties
basically consist of the usage of unconventional sensors,
offering interesting advantages but also important issues, and
the fact that it is a person (or humanoid robot) who wears and
moves the sensor, introducing a source of uncertainty because
of the unpredictability of human movement, different to the
smooth trajectories that mobile robots usually follow.

In this paper, we present a brief survey of some approaches
we are working on aiming at expanding the possibilities with
the goal of wearable vision systems development for personal
assistance. Some of the ideas presented are still in progress and
are framed in long term research lines. In particular, we present
and discuss three results of our work: (1) Omnidirectional
vision for scene layout recovery [6], which is key issue for
human navigation and scene understanding. (2) The use of
range cameras is studied to improve the detection of obstacle-
free paths. (3) The combination of cameras with visible laser
for depth capture in flexible configuration.
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Fig. 1. From left to right: Backpack used for omnidirectional image acquisition. Example of input image fed into our algorithm. Extracted lines and estimated
vanishing points classified according to the 3 main directions. Last image shows the floor and vertical walls segmentation obtained with our method.

II. SCENE LAYOUT FROM AN OMNIDIRECTIONAL VIEW

Conventional cameras are poor imitations of the human
eye, which make them restrictive for many applications. Om-
nidirectional cameras are becoming increasingly popular in
computer vision and robotics because their relevant properties.
A wide field of view naturally enables a system to see in all
directions, to detect obstacles or landmarks for navigation, and
allows much more robust ego-motion estimation. Moreover,
omnidirectional systems capture complete environment infor-
mation with a reduced number of viewpoints, and therefore a
reduced size of the visual memory is enough. But on the other
hand, they also raise important geometric and imaging issues
which are still open.

Obtaining structural distribution of a scene from an image is
an easy task for anyone. However, it is not simple for visually
impaired people. Knowing structural limits of the environment
is the first step of any autonomous navigation system. Hence
the goal is to recover the spatial layout of indoor environments
from omnidirectional images assuming a Manhattan world
structure. We propose a method for scene structure recovery
from a single image. This method is based on line extraction
for omnidirectional images, line classification, and vanishing
points estimation combined with a hierarchical expansion
procedure for detecting floor and wall boundaries.

The works in the literature addressing the problem of spatial
layout recovery have been proposed for images acquired by
conventional cameras, and most of them work under the
Manhattan-world assumption [7]. In general, a conservative
spatial layout is enough for defining a navigability map of the
environment, and this can be a powerful tool that provides very
useful information for performing tasks such as navigation or
obstacle detection. Therefore, rather than a precise and detailed
map of the scene, we focus on providing a conservative map
in which the distribution of the different elements of the scene
are classified as floor or walls.

A. Single view spatial layout recovery

In this section, we briefly describe the proposed algorithm
to come up with the spatial layout of the scene from a single
omnidirectional image. We start extracting lines from the
image, which are then classified according to their orientation
in order to carry out the estimation of vanishing points
[8]. Combining this information with a set of geometrical
constraints we generate hypothesis about the floor contour.

From the classified lines, which are conics in this kind of
images, a set of points is selected. These points are used to
fit conic lines which represent plausible wall-floor boundaries.
Then, a conservative four walls-room hypothesis is generated
by selecting the four most voted conic lines. Finally, the
initial hypothesis is expanded, according to the image data
distribution, to obtain a representative hypothesis. This is
carried out by replacing the initial floor contours with a
set of appropriate conic lines so that successive hypotheses
approximate better the actual shape of the scene. Finally, the
output of the proposed algorithm is the spatial layout.

B. Matching-free sequential hypothesis propagation

This previous single image based algorithm shows good per-
formance and it is robust to occlusions of the scene contours.
However, depending on the complexity of the scene, mis-
classifications can occur. Each single omnidirectional image
independently provides a useful hypothesis of the 3D scene
structure. In order to enhance robustness and accuracy of this
single image-based hypothesis, we extend this estimation with
a new matching-free homography-based procedure applied to
the various hypotheses obtained along the sequence images.

This approach relies on the homography computation of the
floor across the views. It can be demonstrated that considering
planar motion and taking into account the estimated vanishing
points reduces the minimal set of lines required to compute
the homography from 4 to 1. Then the exhaustive search
in the number of samples, instead of a random search, is
feasible in practice, without requiring any prior matching. This
homography parametrization allows the design of a matching-
free method for spatial layout propagation along a sequence
of images. The last step of our method compares hypotheses
obtained for the sequence in order to obtain an averaged
hypothesis which best fits the set of floor contours.

C. Experimental results

The proposed method has been tested with a vision sys-
tem composed by a hypercatadioptric camera attached to a
backpack carried by the user (Fig. 1). An example of the
results obtained is presented in Fig. 1. It corresponds to a long
hall section with an enlargement in one of its sides. Despite
the high level of luminosity coming through the window, our
method is able to identify every element of the scene.



3

Fig. 2. Example of experimental setup and a resultant planar segmentation.

III. RANGE CAMERAS FOR NAVIGATION AID

Most mobile robots trust on range data for obstacle de-
tection. Popular sensors based on range data are ultrasonic
sensors, radar, stereo vision and infrared range sensors. These
sensors are able to measure the distance from the sensor to
all surrounding obstacles. Obviously, none of these sensors
provides perfect results. Ultrasonic sensors have poor angular
resolution. Radar works better than ultrasonic sensors but they
are more complex and they may have interference problems
indoors. Stereo vision needs textured environment and infrared
range sensors fail with solar lighting.

In this section, we present a novel method that combines the
short-range 3D point-cloud processing and long-range basic
image processing for obtaining the free space on the floor.
The combination of these processes yields a robust system that
works in the presence of severe shadows and reflections, which
are common in practice. The sensor chosen is an infrared
camera combining monocular vision with range information.
This camera provides a point-cloud which contains RGB and
3D information of the scene. The main steps of the proposed
algorithm are described next.

A. Point-cloud analysis

The point-cloud of a scene provided by the range sensor
contains a huge amount of 3D information. In order to process
the point-cloud as fast as possible, we downsample the point-
cloud before the segmentation step. At this point we identify
the most representative planes of the scene via a RANSAC
procedure. Once we have detected the planes, we classify
them by analysing its normal vector and obtain the floor. An
example of this classification is shown in Fig. 2. The method
works properly indoors and it is robust to lighting changes.
On the other hand, it has some limitations: It is susceptible to
sunlight and the maximum distance is around 3.5 meters.

B. Monocular vision analysis

The infrared sensor of the range camera has several limita-
tions as pointed out above and we use the monocular camera

Fig. 3. Experimental results with range camera. Top-left: the original image.
Top-right: The point-cloud segmentation. Below-left: Lines extracted. Below-
right: The final result after the floor expansion.

to improve the results. In particular, the ground plane detected
from the infrared sensor is used for obtaining the whole plane
of the ground in the RGB image. A significant amount of
research has focused upon image segmentation problem [9]
[10]. Here, we combine the depth information with the image
using RGB and HSI color spaces and geometry image features.
First, we perform a seeded region growing algorithm where the
seed belongs to the 3D floor’s plane of the depth point-cloud.
In order to reduce the shadows and reflections influence, we
apply a mean-shift filter to a pyramid image.

The next step is to compare the lighting and hue channel
of the homogenized image with the seed. The floor is not
homogeneous so the seed will have a variety of hue values.
So, we compare each part of the image satisfying the first
criterion, with each hue value of the seed. We carry this task
out evaluating how well the pixels fit a histogram model.
Pixels which satisfy this criterion will become seeds. Finally,
we propose a polygon-based region growing step. We use the
Probabilistic Hough Line Transform in order to extract lines
and extend them till the image’s border. Once we have the
image segmented by polygons and the seeds distributed along
the putative floor, the last step is to grow those seeds. Each
polygon which has one or more seeds inside, will be labelled
as floor.

C. Experimental evaluation

The hardware used is an Asus Xtion Pro live camera that
hangs from the user’s neck as shown in Fig. 2. The range
camera will be slightly tilted towards the ground in order to
detect the closest obstacles. To evaluate the performance of
our algorithm, we have tested it in different kind of corridors
exhibiting a wide variety of different visual characteristics
and lighting conditions. Fig. 3 presents an example of a
typical corridor image, notice the floor reflectivity and lighting
conditions.
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Fig. 4. Wearable vision system with laser in hand (left). Omnidirectional
view with the projected conic pattern light for image processing (right).

IV. VISION-BASED PERCEPTION WITH VISIBLE LASER

Structured light is an active method that provides 3D
information from images of the scene by projecting synthetic
features with a low-cost light emitter. In the previous section,
infrared system was considered, in order to develop a more
flexible system, we study the use of visible laser in the context
of wearable personal assistance systems.

A. Conic laser pattern

Traditionally, structured light methods consider a rigid
configuration, where the position and orientation of the light
emitter with respect to the camera are known beforehand. We
have developed a new omnidirectional flexible structured light
system which overcomes the rigidness of the traditional struc-
tured light systems. We propose the use of an omnidirectional
camera combined with a conic pattern light emitter in hand
(Fig. 4). Since the light emitter is visible in the omnidirectional
image, the computation of its location is possible. With this
information and the projected conic in the omnidirectional
image, we are able to compute the 3D conic reconstruction.

Our approach [11] combines the omnidirectional image and
a virtual image generated from the light emitter. With our
method, we obtain the depth and orientation of the scene
surface where the conic pattern is projected. The long term
application of this structured light system in flexible configu-
ration is a wearable omnicamera with a laser in hand for visual
impaired personal guidance.

B. Dotted laser pattern

Alternatively, we study the use of dotted laser patterns
avoiding the need of system calibration and 3D reconstruction.
The setup consists of a green laser in hand, projecting light
points following a squared pattern, and a camera mounted on
the person. We have designed a homography-based approach
that uses the image of the dotted pattern projected in the scene
to obtain plane segmentation. This is an efficient procedure
that provides fast and robust obstacles detection without con-
straining to a fixed configuration between camera-laser. Fig. 5
shows an example of the results obtained. The method works
correctly with changes in illumination conditions and shadows.
Therefore, we consider this setup as an interesting choice in
the framework of personal guidance systems.

Fig. 5. Image with dotted pattern laser projected indoors (left). Resultant
floor and wall homography-based segmentation (right).

V. DISCUSSION AND CONCLUSION

Several unconventional vision-based systems have been
studied for the particular task of scene analysis for human
navigation guidance. Omnidirectional views provide a wide
field of view and we presented a method for spatial layout
recovery from a single omnidirectional image based on conic
lines classification and its propagation along a sequence of im-
ages skipping the prone to error and computational expensive
matching algorithms. Range infrared cameras are a powerful
tool providing 3D information at close range, robust to lighting
changes, glows and reflections. We combine this information
with vision to extend the obtained information along all the
visible scene. Finally, we study the use of visible laser in the
framework of obstacle detection.

These are just some examples of the possibilities of wear-
able vision systems for personal assistance. These systems can
be easily carried by a person and are able to guide a visually
impaired people by, for instance, audio instructions. However,
none of them will guarantee total absence of failures, and many
issues will emerge, opening novel research lines in order to
address this challenge.
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