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Abstract

Deterministically Synchronized Sequential Processes (DSSP) are essentially states machines that communicate, may be in complex forms but under some restricted patterns, through buffer places; their definition is compositional by nature. This paper considers the problem of exploiting this compositionality to generate the state space and to find the steady state probabilities of a stochastic extension of DSSP in a net-driven, efficient way.

Essentially, we give an expression of an auxiliary matrix, $G$, which is a supermatrix of the infinitesimal generator of a DSSP. $G$ is a tensor algebra expression of matrices of the size of the components for which it is possible to numerically solve the characteristic equation $\pi \cdot G = 0$, without the need to explicitly compute $G$. Therefore, we obtain a method that computes the steady state solution of a DSSP without ever explicitly computing and storing its infinitesimal generator, and therefore without computing and storing the reachability graph of the system.

1 Introduction and motivations

Generalized Stochastic Petri Nets (GSPN's) [1] are a well-known interpreted extension of autonomous Petri net (PN) models that allow the use of the formalism to deal with performance aspects in the design of complex concurrent systems, in addition to the PN's capability for the validation of functional properties. In general, numerical solution of the embedded Continuous Time Markov Chain (CTMC) must be performed to get exact performance indices. Product-form expressions and efficient algorithms for the computation of the steady-state distribution are known only for some particular classes of GSPN's. At this point, in general the state explosion problem makes intractable the evaluation of large systems due to the storage cost for the infinitesimal generator matrix and to the time complexity of solution algorithms.

Net-driven techniques deal with the reduction of both memory and time complexity of solution algorithms using structure information from the net model. Contributions already present in the literature that can be included under this epigraph are, for instance, the techniques for removing immediate transitions from the original net [6] or the exploitation of symmetries in the analysis of Stochastic Well-Formed Coloured Nets [7].

A different topic in which net structure can be useful to drive the solution technique is the tensor algebra approach to express the infinitesimal generator $Q$ of a GSPN in terms of $Q_i$ matrices coming from smaller systems and to implement the solution of the characteristic equation $\pi \cdot Q = 0$ without computing $Q$ [2,10,11,4,13].

In this paper we concentrate on the Petri net subclass of Deterministically Synchronized Sequential Processes (DSSP) [21,17]. They are obtained by the application of a simple modular design principle: several functional units (in this case, sequential processes modelled with state machines, SM's) execute concurrently and cooperate using asynchronous communication by message passing through a set of buffers (places with possibly weighted input and output arcs). Buffers are destination private (i.e., they go to a single sequential process). Thus competition among functional units is prevented. Moreover, buffers do not represent side conditions in conflicts of the functional units (i.e., choices are free, local in the SM's). DSSP are interesting enough from a modelling point of view since they include, in a controlled way, features for the modelling of concurrency, decisions, synchronization, blocking and bulk movements of jobs. On the other hand, a well-developed theory exists for the analysis of qualitative behaviour of these systems [21,17,18,19] that allows, in particular, to check necessary and suf-
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cient conditions for finiteness and ergodicity of the embedded CTMC. Moreover, the compositional definition of DSSP leads in a quite natural way to the construction of smaller modules that can be used in the tensor algebra approach for expressing the infinitesimal generator matrix.

From the components we can build, for a given DSSP model, a set of auxiliary, simpler, models. We show in this paper that the reachability set (RS) of a DSSP is included in a set PS that is the union of the Cartesian product of subsets of the reachability sets of the auxiliary models. From the reachability graphs of the auxiliary models, it is instead possible to build an auxiliary matrix $G$ which is a supermatrix of the infinitesimal generator of a DSSP. $G$ is a tensor algebra expression of matrices of the size of the components for which it is possible to numerically solve the characteristic equation $\pi \cdot G = 0$, without the need to explicitly compute $G$. By showing that the $\pi$ vector is the steady state solution of the DSSP, for an appropriate choice of the initial probability vector, we obtain a method that computes the steady state solution of a DSSP without ever explicitly computing and storing its infinitesimal generator, and therefore without computing and storing the reachability graph of the system.

Ergodicity is one weak point of the solution approaches based on compositionality. Ergodicity can be proved in stochastic bounded Petri nets (under Markovian interpretation) by checking whether the reachability graph has home states. This approach is definitely not possible in this case, since the complete reachability graph is never built, but for this particular class of systems we show that it is possible to prove ergodicity without computing the reachability graph and checking the existence of a home space.

The paper is organised as follows: Section 2 reviews the definition and main results for DSSP needed here, and proposes a stochastic interpretation similar to the GSPN one. The method is formally presented in Section 3 and in Section 4. All the concepts are explained on a simple running example. Finally, some concluding remarks are stressed in Section 5.

2 DSSP and their stochastic interpretation

In this section, we recall the definition and several important properties, and we introduce a reduction technique for stochastic DSSP, that allows to build a set of auxiliary models.

We assume that the reader is familiar with concepts and notation of P/T nets [20], moreover we adopt the classical notation of writing in bold vectors and matrices, and of using square brackets to indicate elements of vectors and matrices (in this paper sub-indices are never used for this aim).

2.1 DSSP definition and properties

State machines (SM’s) are ordinary PN’s such that every transition has only one input and only one output place ($\forall t \in T : \lvert \text{Pre}(t) \rvert = 1 \land \lvert \text{Post}(t) \rvert = 0$). SM’s allow the modelling of sequences, decisions (or conflicts), and re-entrance (when they are marked with more than one token) but not synchronization. SM’s marked with a single token model sequential processes.

Deterministically Synchronized Sequential Processes (DSSP) [21] are used for the modelling and analysis of distributed systems composed by sequential processes communicating through output-private buffers. Each sequential process is modelled by a safe (1-bounded) strongly connected SM. The communication among them is described by buffers (places) which contain products/messages (tokens), that are produced by some processes and consumed by others. Each buffer is output-private in the sense that it is an input place of only one SM.

Definition 1 A PN system, $S = \langle P_0 \cup \ldots \cup P_K \cup B, T_1 \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \text{m}_0 \rangle$, is a Deterministically Synchronized Sequential Processes system, or simply a DSSP, if:

1. $P_i \cap P_j = \emptyset$, $T_i \cap T_j = \emptyset$, $P_i \cap B = \emptyset$, $\forall i,j \in \{1,\ldots,K\}$, $i \neq j$;

2. $\langle S, M_i, \text{m}_0 \rangle = \langle P_i, T_i, \text{Pre}_i, \text{Post}_i, \text{m}_0 \rangle$, $\forall i \in \{1,\ldots,K\}$ is a strongly connected and 1-bounded state machine (where $\text{Pre}_i, \text{Post}_i$, and $\text{m}_0$ are the restrictions of $\text{Pre}$, $\text{Post}$, and $\text{m}_0$ to $P_i$ and $T_i$);

3. The set $B$ of buffers is such that $\forall b \in B$:

   (a) $\lvert \text{Pre}(b) \rvert \geq 1$ and $\lvert \text{Post}(b) \rvert \geq 1$,

   (b) $\exists b^* \in \{1,\ldots,K\}$ such that $b^* \in T_i$,

   (c) $\forall p \in P_1 \cup \ldots \cup P_K : t,t' \in p^* \Rightarrow \text{Pre}[b,t] = \text{Pre}[b,t']$.

Transitions belonging to the set $T_1 = B \cup B^*$ are called interface transitions. The remaining ones $(T_1 \cup \ldots \cup T_K) \setminus T_1$ are called internal transitions.

An example of DSSP with two buffers and two state machines is depicted in Figure 1. Some basic properties for DSSP (as defined here) can be found in [21].

In this paper we consider a stochastic extension of DSSP: independent, exponentially distributed random variables are associated to the firing of transitions as in classical stochastic PN’s [14].

Definition 2 A stochastic DSSP (St-DSSP) is a pair $\langle S, w \rangle = \langle P, T, \text{Pre}, \text{Post}, \text{m}_0, w \rangle$, where $S$ is a DSSP
and \( w : T \rightarrow \mathbb{R}^+ \) is a positive real function that associates to each transition \( t \in T \) an exponentially distributed firing time with rate \( w(t) \).

The reader should notice that considering stochastic PN’s without immediate transitions instead of Generalized Stochastic PN’s [1] is not a major constraint in the case of DSSP. Immediate transitions that are not in TI (transitions internal to the SM’s) can be eliminated with the technique in [6], and the resulting net (without immediate transitions) would still be a DSSP; transitions that are in TI (interface transitions) instead cannot in general be eliminated without violating some of the DSSP rules, but we must remember that transitions in TI are either behaviourally conflict-free or in equal conflict (same pre-incidence function) therefore the use of immediate transitions instead of timed would not add a significant contribution from a modelling point of view.

Our goal is to compute the steady-state probability distribution of markings of St-DSSP. In order for the computation to make sense, the embedded CTMC should be ergodic. Additionally, we assume the system to be bounded, thus the CTMC being finite, to be able to compute the limit distribution. Obviously, we are interested in deadlock-free models otherwise all transitions of our models will have null throughput. In the next property several interesting results on DSSP are summarized. All these results will be useful to check the functional properties that must be validated before performance analysis.

**Property 3** The following statements hold:

1. Let \( N \) be a (general) PN and \( C \) its \( n \times m \) incidence matrix. Then \( N \) is structurally bounded iff \( \exists y \in \mathbb{N}^n : y \geq 0 \land y \cdot C = 0 \).
2. [17] Let \( N \) be the net of a DSSP. \( N \) is structurally live and structurally bounded iff \( N \) is consistent (i.e., \( \exists x > 0, C \cdot x = 0 \), conservative (i.e., \( \exists y > 0, y \cdot C = 0 \)) and rank(\( C \)) = \( |E| - 1 \), where \( E \) is the set of equal conflict sets of \( N \) (two transitions \( t \) and \( t' \) belong to the same equal conflict set iff \( \text{Pre}[\cdot, t] = \text{Pre}[\cdot, t'] \neq 0 \)).
3. [21] Let \( S \) be a bounded, strongly connected DSSP. Then \( S \) is live iff it is deadlock-free.
4. [18] Let \( \langle N, m_0 \rangle \) be a DSSP. Deadlock-freeness of \( \langle N, m_0 \rangle \) is characterised by the existence of no integer solution for an integer (linear) programming problem that can be derived from \( N \) and \( m_0 \).
5. [19] Let \( S \) be a live DSSP. Then \( S \) is bounded iff it is structurally bounded.
6. [18] Live and bounded DSSP have home states.

From a practical point of view, the previous results on DSSP could be used in the following way:

**Step 1:** check structural boundedness using statement 1;

**Step 2:** check the characterization for structural liveliness and structural boundedness using statement 2;

**Step 3:** check deadlock-freeness (thus, by statement 3, liveness) using statement 4.

The answer to all the previous questions is affirmative if and only if the St-DSSP is live and bounded (statement 5) thus it has home state (statement 6), therefore the embedded CTMC is finite and ergodic, moreover, all transitions have non-null throughput, provided all firing rates are non-null.

### 2.2 A reduction rule

In this subsection we define a reduction rule for the internal behaviour of SM’s of a DSSP (internal behaviour means firing of internal transitions). Using that reduction, we introduce a decomposition of DSSP into a collection of low level systems and a basic skeleton (along the lines used in [5]). In each low level system, only one of the different SM’s of the original system is kept while the internal behaviours of the others are reduced. In the basic skeleton, the internal behaviours of all the SM’s are reduced. In the next sections, we shall use the low level systems and basic skeleton introduced here for an structured construction of the reachability set of the original model and also for a structured computation of its steady-state probabilities.

A place is implicit [8] (under interleaving semantics) if it can be deleted without changing the firing sequences. Since we are considering a Markovian interpretation of PN’s, implicit places are redundant in the following sense: the reachability graph (thus the embedded CTMC) of a system is preserved if implicit places are removed (only the state representation is slightly modified, by deleting from the states the information on the number of tokens in the implicit places).
In the following definition an extended system $\mathcal{ES}$ is built from the original system $S$, by adding some sets of implicit places, $H_i$ (standing for “high-level places” that are computed as non-negative summations of subsets of places of the original model), thus the reachability graphs of $S$ and $\mathcal{ES}$ are identical (only the redundant marking of implicit places is added in the state representation of $\mathcal{ES}$).

**Definition 4** Let $S = \{P, T, \text{Pre}, \text{Post}, \mu_0\}$ be a DSSP with $P = P_1 \cup \ldots \cup P_K \cup B$ and $T = T_1 \cup \ldots \cup T_K$. Let $R$ be the equivalence relation defined on all the places in $P \setminus B$ by: $(p_1, p_2) \in R$ for $p_1, p_2 \in P_i$ if there exists a non-directed path $\eta p$ in $S_M_t$ from $p_1$ to $p_2$ such that $\eta p \cap T = \emptyset$ (i.e., containing only internal transitions). Let $[p_1], \ldots, [p_1^{(i)}]$ be the different equivalence classes defined in $P_i$ by the relation $R$, $i = 1, \ldots, K$. The extended system of $S$ is $\mathcal{ES} = (P_{\mathcal{ES}}, T_{\mathcal{ES}}, \text{Pre}_{\mathcal{ES}}, \text{Post}_{\mathcal{ES}}, \mu_{\mathcal{ES}})$, defined as:

1. $P_{\mathcal{ES}} = P \cup H_1 \cup \ldots \cup H_K$, with $H_i = \{h_1^{(i)}, \ldots, h_1^{(i)}\}$, $i = 1, \ldots, K$, such that $H_i \cap P = \emptyset$ and $H_i \cap H_j = \emptyset$, for $j \neq i, i = 1, \ldots, K$;
2. $T_{\mathcal{ES}} = T$;
3. $\text{Pre}_{\mathcal{ES}}[P_{\mathcal{ES}}] = \text{Pre}; \text{Post}_{\mathcal{ES}}[P_{\mathcal{ES}}] = \text{Post}$;
4. $\text{Pre}_{\mathcal{ES}}[h_i^{(j)}, t] = \sum_{p \in [p_1]} \text{Pre}[p, t]$ and $\text{Post}_{\mathcal{ES}}[h_i^{(j)}, t] = \sum_{p \in [p_1]} \text{Post}[p, t]$, for $t \in T_i \cap T_j$; $\text{Pre}_{\mathcal{ES}}[h_i^{(j)}, t] = 0$ and $\text{Post}_{\mathcal{ES}}[h_i^{(j)}, t] = 0$ for $t \notin T_i \cap T_j$; $j = 1, \ldots, r(i)$, for $i = 1, \ldots, K$;
5. $\mu_{\mathcal{ES}}[p_1] = \mu[p_1]$ for all $p_1 \in P$;
6. $\mu_{\mathcal{ES}}[h_i^{(j)}, p_1] = \sum_{p \in [p_1]} \mu[p_1], p = j, i = 1, \ldots, K$.

As an example, the extended system of the DSSP of Figure 1 is depicted in Figure 2 where $C_{34}$ summarizes places $c_2, c_3, c_4$, and $c_7$; place $C_{30}$ summarizes places $c_1, c_5$, and $c_6$; place $A_{14}$ summarizes places $a_1$ and $a_4$; and place $A_{23}$ summarizes places $a_2$ and $a_3$. In the example, we use the convention of naming implicit places with upper case letters, with an index that is a composition of two of the indices of the implicated places. In the DSSP of the example we have $H_1 = \{A_{14}, A_{23}\}$ and $H_2 = \{C_{34}, C_{30}\}$.

From the extended system, $K$ different low level systems $\mathcal{LS}_i$ can be obtained deleting all places in $P_j, j \neq i$, and transitions in $T_j \setminus T_i, j \neq i (i = 1, \ldots, K)$.

**Definition 5** Let us define a DSSP $S = \{P_i \cup \ldots \cup P_K \cup B, T_i \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \mu_0\}$ and $\mathcal{ES}$ its corresponding extended system.

1. The low level system $\mathcal{LS}_i$ ($i = 1, \ldots, K$) of $S$ is the system obtained from $\mathcal{ES}$ deleting all the nodes in $\bigcup_{j \neq i} (P_j \cup (T_j \setminus T_i))$ and their adjacent arcs.

ii) The basic skeleton $BS$ of $S$ is the system obtained from $\mathcal{ES}$ deleting all the nodes in $\bigcup_{j \neq i} (P_j \cup (T_j \setminus T_i))$ and their adjacent arcs.

In other words, in each $\mathcal{LS}_i$, all the states machines $S_M_j, j \neq i$, are reduced to their interface transitions and to the implicit places that were added in the extended system, while $S_M_i$ is fully preserved. In the basic skeleton all the SMs are reduced in the same way. Figure 3 shows the low level system $\mathcal{LS}_1$ for the DSSP in Figure 1, and Figure 4 shows the low level system $\mathcal{LS}_2$. Figure 5 shows instead the corresponding BS system (please note that we preserve the names that transitions and places have in $S$ when they are also present in other systems like $\mathcal{ES}$ and $\mathcal{LS}_i (i = 1, \ldots, K)$).

In general, the reduction technique presented here does not remove but eventually adds new paths between interface transitions (see, for instance, the path from $I6$ to $I4$ that is present in $BS$ (Figure 5), while it
does not exist in the original model of Figure 1); from this fact, the next property can be proved.

**Property 6** Let us define a DSSP \( S = \langle P_1 \cup \ldots \cup P_K \cup B, T_1 \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \text{mA} \rangle \), \( \mathcal{LS}_i \) its low level systems \( (i = 1, \ldots, K) \), \( \mathcal{BS} \) its basic skeleton, and \( L(S) \) the language of \( S \). Then:

1. \( L(S)|_{T_{1:UT1}} \subseteq L(\mathcal{LS}_i) \), for \( i = 1, \ldots, K \).
2. \( L(S)|_{T1} \subseteq L(BS) \).

**Proof:**

Consider the extended system \( ES \) of \( S \). By definition, all the places in \( H_1 \cup \ldots \cup H_K \) are implicit in \( ES \). Therefore \( L(S) = L(ES) \). Now, consider the system \( \mathcal{LS}_i \) for an arbitrary \( i \). Obviously, \( L(ES)|_{T_{1:UT1}} \subseteq L(\mathcal{LS}_i) \), and the property follows. The same argument is valid for the basic skeleton (statement 2).

3 The structured construction of the reachability set

In this section, a result is presented that allows to construct a superset of the reachability set \( RS(S) \) of a DSSP in a structured way. Our approach is closely related to the asynchronous composition technique for a tensor algebra solution of queueing networks \([3]\), coloured Petri nets \([2, 12]\), and marked graphs \([4]\). Before introducing that result, we define a partition on the reachability sets of original (\( RS(S) \)), extended (\( RS(ES) \)), and low level systems (\( RS(\mathcal{LS}_i) \)) according to the projection of the marking on the places of the basic skeleton.

**Definition 7** Let us define a DSSP \( S = \langle P_1 \cup \ldots \cup P_K \cup B, T_1 \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \text{mA} \rangle \), \( ES \) its extended system, \( \mathcal{LS}_i \) its low level systems \( (i = 1, \ldots, K) \), and \( BS \) its basic skeleton. Then, the following subsets of the reachability sets \( RS(S) \), \( RS(ES) \), and \( RS(\mathcal{LS}_i) \) are defined for each \( z \in RS(\mathcal{BS}) \):

\[
RS_a(ES) = \{ m \in RS(ES) \mid m|_{H_1 \cup \ldots \cup H_K \cup B} = z \}
\]

\[
RS_a(ES) = \{ m \in RS(\mathcal{LS}_i) \mid m|_{H_1 \cup \ldots \cup H_K \cup B} = z \}
\]

From the definition, the following obvious partitions are obtained: \( RS(S) = \cup_{z \in RS(BS)} RS_a(S) \), \( RS(ES) = \cup_{z \in RS(BS)} RS_a(ES) \), and \( RS(\mathcal{LS}_i) = \cup_{z \in RS(BS)} RS_a(\mathcal{LS}_i) \) \((i = 1, \ldots, K)\), where symbol \( \cup \) denotes disjoint union of sets.

The following result essentially states that each reachable marking of a DSSP can be expressed as a composition of conveniently selected markings of all the low level systems built from the original model.

**Proof:**

Consider the extended system \( ES \) of \( S \). By definition, all the places in \( H_1 \cup \ldots \cup H_K \) are implicit in \( ES \). Therefore \( L(S) = L(ES) \). Now, consider the system \( \mathcal{LS}_i \) for an arbitrary \( i \). Obviously, \( L(ES)|_{T_{1:UT1}} \subseteq L(\mathcal{LS}_i) \), and the property follows. The same argument is valid for the basic skeleton (statement 2).

3 The structured construction of the reachability set

In this section, a result is presented that allows to construct a superset of the reachability set \( RS(S) \) of a DSSP in a structured way. Our approach is closely related to the asynchronous composition technique for a tensor algebra solution of queueing networks \([3]\), coloured Petri nets \([2, 12]\), and marked graphs \([4]\). Before introducing that result, we define a partition on the reachability sets of original (\( RS(S) \)), extended (\( RS(ES) \)), and low level systems (\( RS(\mathcal{LS}_i) \)) according to the projection of the marking on the places of the basic skeleton.

**Definition 7** Let us define a DSSP \( S = \langle P_1 \cup \ldots \cup P_K \cup B, T_1 \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \text{mA} \rangle \), \( ES \) its extended system, \( \mathcal{LS}_i \) its low level systems \( (i = 1, \ldots, K) \), and \( BS \) its basic skeleton. Then, the following subsets of the reachability sets \( RS(S) \), \( RS(ES) \), and \( RS(\mathcal{LS}_i) \) are defined for each \( z \in RS(\mathcal{BS}) \):

\[
RS_a(ES) = \{ m \in RS(ES) \mid m|_{H_1 \cup \ldots \cup H_K \cup B} = z \}
\]

\[
RS_a(ES) = \{ m \in RS(\mathcal{LS}_i) \mid m|_{H_1 \cup \ldots \cup H_K \cup B} = z \}
\]

From the definition, the following obvious partitions are obtained: \( RS(S) = \cup_{z \in RS(BS)} RS_a(S) \), \( RS(ES) = \cup_{z \in RS(BS)} RS_a(ES) \), and \( RS(\mathcal{LS}_i) = \cup_{z \in RS(BS)} RS_a(\mathcal{LS}_i) \) \((i = 1, \ldots, K)\), where symbol \( \cup \) denotes disjoint union of sets.

The following result essentially states that each reachable marking of a DSSP can be expressed as a composition of conveniently selected markings of all the low level systems built from the original model.
Theorem 8 Let us define a DSSP $S = (P_1 \cup \ldots \cup P_K \cup B, T_1 \cup \ldots \cup T_K, \text{Pre, Post, } m_0)$, $\mathcal{L}_S$ its low level systems $(i = 1, \ldots , K)$, and $BS$ its basic skeleton. Denoting $PS_S(S) = \{z|_B\} \times RS_a(\mathcal{L}_S)|_{P_1} \times \cdots \times RS_a(\mathcal{L}_S)|_{P_K}$ for each $z \in RS(S)$, and $PS(S) = \bigcup_{z \in RS(S)} PS_a(S)$, then:

$$RS(S) \subseteq PS(S) = \bigsqcup_{z \in RS(S)} PS_a(S)$$

(where symbol $\sqcup$ denotes disjoint union of sets). Even more:

$$RS_a(S) \subseteq PS_a(S)$$

Proof:
First, we prove the inclusion.

Let $m \in RS_a(S)$. Then there exists a sequence $\sigma$ such that $m_0 \overset{\sigma}{\rightarrow} m$. By Property 6, there exist sequences $\sigma_i$ with $\sigma_i = \sigma_{T_j \cup T_i}$ for each $i = 1, \ldots , K$ and $\sigma_{BS}$ with $\sigma_{BS} = \sigma_{T_j}$ that may be fired in $\mathcal{L}_S$ for each $i = 1, \ldots , K$ and in $BS$, respectively: $m_0 \overset{\sigma_i}{\rightarrow} m_i$ for each $i = 1, \ldots , K$ and $z_0$ denote the initial markings of $\mathcal{L}_S$ and $BS$, respectively.

Then: $m_i|_{H_1 \cup \ldots \cup H_K \cup B} = z$, thus $m_i \in RS_a(\mathcal{L}_S)$, $i = 1, \ldots , K$ (this is because $m_0|_{H_1 \cup \ldots \cup H_K \cup B} = z_0$).

From analogous arguments, $z|_B = m|_B$ (because $z_0|_B = m_0|_B$, $\sigma_f|_T = \sigma_{BS}$, and $B \subseteq T_f \cup T^*$).

Then: $m = \sigma_f|_T = \sigma_f|_T$, and $P_i \subseteq T_f \cup T^*$, $i = 1, \ldots , K$.

Now, we prove by contradiction that the union is disjoint.

Assume that there exist two different states $z, z' \in RS(\mathcal{L}_S)$ such that: $z|_B, m_0|_{P_1}, \ldots , m_K|_{P_K} = z'|_B, m_0'|_{P_1}, \ldots , m_K'|_{P_K}$, with $m_i \in RS_a(\mathcal{L}_S)$, $m_i' \in RS_a(\mathcal{L}_S)$ $(i = 1, \ldots , K)$.

Then: $z|_B = z'|_B$ (obvious), $m_i|_{H_1 \cup \ldots \cup H_K \cup B} = z$ (by definition of $RS_a(\mathcal{L}_S)$), and $m_i'|_{H_1 \cup \ldots \cup H_K \cup B} = z'$ (by definition of $RS_a(\mathcal{L}_S)$).

Since $m_i|_{P_i} = m_i'|_{P_i}$ (obvious) and places $H_i$ are implicit in $\mathcal{L}_S$, $m_i|_{H_i} = m_i'|_{H_i}$. Therefore, $z|_{H_i} = z'|_{H_i}$, $i = 1, \ldots , K$.

Then, $z = z'$ and the result follows.

Concerning the example, Table 1 lists the reachability set of the DSSP of Figure 1, which consists of 26 states, $v_i$. Table 2 lists instead the reachability sets of $BS (x_i), \mathcal{L}_S \cup \mathcal{L}_T, \mathcal{L}_S \cup \mathcal{L}_T$, and $x_{14}$ (the corresponding high level marking in $BS$). As proved above:

$$RS(S) \subseteq \bigsqcup_{z \in RS(S)} \{z|_B\} \times RS_a(\mathcal{L}_S)|_{P_1} \times RS_a(\mathcal{L}_S)|_{P_2}$$

and in this case we actually have an equality. As an example consider the case of $z = x_1$: then the cross product of $RS_a(\mathcal{L}_S) \times RS_a(\mathcal{L}_T)$ produces the states of $BS$: $v_1, v_2, v_3, v_4, v_5, v_6$, and $v_7$.

It is important to remember that in general $PS(S) \neq RS(S)$ even for live and bounded DSSP; unreachable states may be present in systems in which there is a global sequentialization that enforce a non local order in the firing of the transitions of a single component.

4 The structured solution of St-DSSP

In this section we define the infinitesimal generator of a St-DSSP system in terms of matrices derived from the infinitesimal generator of the $\mathcal{L}_S$ systems.
Let $Q$ be the infinitesimal generator of a St-DSSP. We can rewrite $Q$ as

$$Q = R - \Delta$$

(1)

where $\Delta$ is a diagonal matrix and $\Delta[i,j] = \sum_{k \neq i} Q[i,k]$. The same definitions hold for the $LS_i$ components, for which we can define

$$Q_i = R_i - \Delta_i$$

If we arrange the order of states according to the high level state $z$, then we can describe the matrices $Q$ and $R$ (respectively, $Q_i$ and $R_i$) in terms of blocks $(z, z')$, of size $|LS_i(S)| \cdot |RS_x(S)|$ (respectively, $|LS_i(\mathcal{L}S_i)| \cdot |RS_x(\mathcal{L}S_i)|$). We shall indicate with $Q(z, z')$ and $R(z, z')$ ($Q_i(z, z')$ and $R_i(z, z')$, respectively) such blocks.

Blocks $R_i(z, z')$ with $z = z'$ have non null entries that are due only to the firing of transitions in $T_i \setminus TI$ (internal behaviour), while blocks $R_i(z, z')$ with $z \neq z'$ have non null entries due only to the firing of transitions in $TI$.

Let $TI_{z,z'}$ with $z \neq z'$, be the set of transitions $t \in TI$ such that $z \rightarrow t z'$ in the basic skeleton $BS$. From a matrix $R_i(z, z')$, with $z \neq z'$, we can build additional matrices $K_i(t)(z, z')$, for each $t \in TI_{z,z'}$, according to the following definition:

$$K_i(t)(z, z')[m, m'] = \begin{cases} 1 & \text{if } m \rightarrow_t m' \\ 0 & \text{otherwise} \end{cases}$$

where $m$ and $m'$ are two of the states with a high level view equal to $z$ and $z'$ respectively: $m|H_1 \cup \ldots \cup H_K \cup B = z$, and $m'|H_1 \cup \ldots \cup H_K \cup B = z'$.

We can now build the following matrices $G(z, z')$ of size $|PS_x(S)| \cdot |PS_x(S)|$: $G(z, z') = \bigoplus_{i=1}^{K} R_i(z, z')$ and $G(z, z') = \sum_{t \in TI_{z,z'}} w(t) \bigotimes_{i=1}^{K} K_i(t)(z, z')$.

The following theorem states that a St-DSSP system can be solved for the steady-state distribution using the $G$ matrix defined by the $G(z, z)$ and $G(z, z')$ blocks of equation (2).

**Theorem 9** Let define a St-DSSP $S = \langle P_i \cup \ldots \cup P_K \cup B, T_i \cup \ldots \cup T_K, \text{Pre}, \text{Post}, \text{mo}, w \rangle$, $Q$ its infinitesimal generator, $LS_i$ its low level systems ($i = 1, \ldots, K$), and $BS$ its basic skeleton. Let $R$ be the matrix defined by equation (1), and $G$ the one defined by equations (2). Then:

1. $\forall z, z' \in RS(BS): R(z, z')$ is a submatrix of $G(z, z')$.
2. $\forall m \in RS(S)$ and $\forall m' \in PS(S) \setminus RS(S) : G[m, m'] = 0$.

**Proof:**

In all cases in which $m$ is a reachable state of $RS(S)$ we know, by Theorem 8, that $m$ can be rewritten in terms of the places of the single automata, of the buffers, and of the implicit places, as:

$$m = i_1, \ldots, i_K, b, H$$

where $i_1 = i_1[z], b = z|B, H = z|H_1 \cup \ldots \cup H_K$, which implies that $m$ has been obtained from the product of the $K$ local states $i, b, H$, for $i \in \{1, \ldots, K\}$.

We first prove that:

$$\forall m, m' \in RS(S) : R[m, m'] = \mu \Rightarrow G[m, m'] = \mu$$

(since from $m$ and $m'$ the high level states $z$ and $z'$ are uniquely determined, we usually omit the specification of $z$ and $z'$). Considering that $S$ and $ES$ have the same behaviour, and the same set of states, for notational convenience we use $ES$ instead of $S$, and we therefore prove that:

$$\forall m, m' \in RS(ES) : R[m, m'] = \mu \Rightarrow G[m, m'] = \mu$$

**Case** $z = z'$: if the high level view is the same, then the change of state from $m$ to $m'$ can only be due to internal transitions (i.e., not belonging to $TI$), thus belonging to a single automata $SM_i$. But, by definition of $\bigoplus$, $G(z, z)$ expresses the independent composition of the stochastic processes represented by the $R_i(z, z)$, which is exactly the behaviour of $LS_i$ system due to transitions local to $SM_i$ (transitions belonging to $T_i \setminus TI$).

**Case** $z \neq z'$: if the high level view is different, the change of state from $m$ to $m'$ can only be due to transitions in $TI$. Let $t$ be such a transition and assume, for the time being, that there is only one, so that $\mu = w(t)$. If $t$ is a transition in the interface, then its enabling depends on the marking of the buffer places, and on the places of a single automata.

If $t$ is enabled in $m$, then it is enabled in each $i, b, H$ state of the $K$ $LS_i$ systems, and in each $LS_i$ system produces a change of state $i, b, H \rightarrow i', b', H$. By definition of $K_i(t)(z, z')$ we have that $K_i(t)(z, z')[m, b, H] = 1$, for $i$, and by definition of $\otimes$ there is a 1 in the corresponding entry of $G(z, z')$, and therefore a value of $w(t)$ in the $G(z, z')$ matrix.

In the expression of $G(z, z')$ the situation in which more than one transition realizes the same change of
state is accounted for by the summation over all transitions in $T \pi \pi'$. 

We now prove the second part of the theorem, that can be rewritten, in terms of $\mathcal{E}S$, as:

$$\forall m \in R \mathcal{S}(\mathcal{E}S), \forall m' \in P\mathcal{S}(S) \setminus R \mathcal{S}(\mathcal{E}S) : G[m, m'] = 0$$

As in the previous case, from $m$ and $m'$ the high level states $\pi$ and $\pi'$ are uniquely determined, and we consider for $m$ and $m'$ the same decomposition in terms of state machines, buffers, and implicit places.

We prove this part by contradiction, assuming that $G[m, m'] \neq 0$, which can be rewritten as:

$$G[(1, \ldots, 1, \pi, \beta, \gamma), (1', \ldots, 1', \pi', \beta', \gamma')] \neq 0.$$ 

Case $\pi = \pi'$: by definition of $\oplus$, $G[m, m'] \neq 0$ implies that there exists exactly one index $i$ such that $R_i(\pi, \pi) \neq 0$, but since this change of state can be due only to the $I_i$ portion of the state (since the high level view $\pi$ does not change), then $R_i(\pi, \pi) \neq 0$. Therefore there must be a transition $t \in T \ | \ T$, which is enabled in state $(\pi, \gamma)$ of $\mathcal{E}S$, and its firing produces $m' = (1, \ldots, 1, \pi', \beta', \gamma')$, thus making $m'$ is reachable in $\mathcal{E}S$, which contradicts the hypothesis.

Case $\pi \neq \pi'$: by definition of $\oplus$, $G[m, m'] \neq 0$ implies that there exists a $t \in T \ | \ T$, which is enabled in state $(\pi, \gamma)$ of $\mathcal{E}S$, and its firing will exactly produce the state $(\pi', \beta', \gamma')$, thus making $m'$ is reachable in $\mathcal{E}S$, and therefore in $S$, which contradicts the hypothesis.

As a consequence the steady state distribution of a St-DSSP system can be computed using the $G$ matrices given in equations (2). Indeed, as is the Superposed GSPN case [11], if we apply an iterative solution method for $\pi \cdot G = 0$, and if the initial probability vector assigns a non-null probability only to reachable states, for example by assigning a value of 1 to the initial marking, then by the second item of the above theorem we never assign a non-null probability to a non-reachable state.

Coming back to the example, we can order states in $R \mathcal{S}(\mathcal{E}S)$ according to their projection over $\mathcal{R} \mathcal{S}$, so that $R$ can be written in block structured form as:

$$R = \begin{pmatrix}
R(1, 1) & R(1, 2) & R(2, 1) & R(2, 3) \\
R(2, 1) & R(2, 2) & R(2, 1) & R(2, 4) \\
R(2, 1) & R(2, 2) & R(2, 3) & R(2, 4) \\
R(2, 1) & R(2, 2) & R(2, 3) & R(2, 4)
\end{pmatrix}$$

By definition of St-DSSP only interface transitions contribute to $R(x, y)$, when $i \neq j$, while only internal transitions contribute to $R(z, z)$. Let us consider in more detail blocks $R(1, 1)$ and $R(1, 2)$: we explicitly write in the matrix the state identifiers for rows and columns as pairs of states of $\mathcal{L}S_1$ and $\mathcal{L}S_2$. For example the second row corresponds to state $x_2$ of $R \mathcal{S}(\mathcal{E}S)$, which is obtained as composition of state $x_2$ of $\mathcal{L}S_1$ and state $y_2$ of $\mathcal{L}S_2$.

$$R(1, 2) = \begin{pmatrix}
x_1, 1 & x_1, 1 & x_1, 1 & x_2, 1 & x_2, 1 & x_2, 1 \\
y_1 & y_1 & y_2 & y_2 & y_2 & y_2
\end{pmatrix}$$

The only non null element of $R(1, 1)$ is $R(1, 1)[x_1, x_2] = w(Ta_2)$, while the only non null elements of $R(1, 2)$ are:

$$R(1, 2)[x_1, y_2] = w(Ta_2) \quad \text{and} \quad R(2, 1)[y_1, y_2] = w(Ta_2).$$

The change of state from $1$ to $2$ can be due only to transition $T_a$ and $T_b$, so we try to build matrices $K_1(T_a)$, $K_2(T_a)$, $K_1(T_b)$, $K_2(T_b)$, and $K_0(T_a)$, $K_0(T_b)$, which are indentity matrices.

$$K_0(T_a)[x_1, x_1] = 1 \quad \text{and} \quad K_0(T_b)[x_1, x_2] = 1$$

According to equations (2) we get:

$$G(x_1, x_1) = R(x_1, x_1) \oplus R(x_2, x_1)$$

$$G(x_1, x_2) = w(Ta_2) \times \left( K_0(T_a) \times \left[ K_0(T_b)(x_1, x_2) \oplus K_0(T_a)(x_1, x_2) \right] + w(Ta_2) \times \left[ K_0(T_a)(x_1, x_2) \oplus K_0(T_a)(x_1, x_2) \right] \right)$$

Since $P \mathcal{S}(S) = R \mathcal{S}(S)$, then $G(x_1, x_1) = R(x_1, x_1)$ and $G(x_1, x_2) = R(x_1, x_2).$
5 Conclusion

Exact performance evaluation of a modular class of PN's has been addressed. The considered modular class, DSSP, allows an efficient investigation of qualitative properties that are interesting before going towards the performance analysis. Among them, it can be pointed out that live and bounded DSSP are well characterized [17, 19], leading additionally to the existence of home state [18] that for the given stochastic interpretation produces ergodic models.

The quantitative analysis is based on a tensor algebra asynchronous approach, following [3, 4]. Some ideas on net decomposition that were used in [5, 15] for approximate performance evaluation are incorporated here for the exact analysis. The use of aggregated views of the original system, like the basic skeleton, allows a compositional way of computing the exact steady-state distribution.

Indeed the rule presented here is not the only possible: the characteristics that a reduction rule has to fulfill is that the states of the corresponding high level system must induce a partition on the reachability sets of the low level systems. This is straightforward in all those cases in which the low level system and the aggregated view can co-exist in the same net (as it is indeed the case in our reduction). For example the extreme case in which BS is equal to S (no aggregation, the BS contains exactly the same behaviour of S) in general leads to dead ES; on the other extreme the "most abstract" rule, that aggregates all local subnets into a common place with appropriate initial marking, may lead to a BS in which all combinations of interface transitions are legal firing sequences, so that there is no point in using the BS at all.

What is the complexity of the proposed approach with respect to the straightforward solution of the St-DSSP system? There are clearly limit cases: for example if all transitions are interface transitions (the system is tightly coupled), then $S = BS = LS_i$, and it makes no sense to apply this method.

The computational cost to solve a St-DSSP is the sum of the cost to build the RG, the cost to compute the associated CTMC, and the cost of solving the characteristic equation $\pi \cdot Q = 0$. The proposed method has instead a cost that is due to: the construction of the $K + 1$ auxiliary models, the construction of the $RG_i$ of each auxiliary model, the construction of the $R (x, x')$ and $K (t) (x, x')$ matrices (that may include a re-ordering of the states in the reachability sets), the cost of solving the characteristic equation $\pi \cdot G = 0$, when $G$ is expressed as in equation (2). It is clear that the advantages/disadvantages of the method depend on the relative size of the reachability graphs of $S, BS$, and $LS_i$.

The storage cost of the classical solution method is due to the storage of vector $\pi$ of size $|RS(S)|$, and of matrix $Q$. Usually $Q$ is stored in sparse form, so that, disregarding the diagonal, its occupation is of the same order as the number of arcs in the RG(S). The storage cost of the proposed approach is instead that of a vector $\pi$ of size $|PS(S)|$, and of a number of matrices, all stored in sparse form: the total number of non-null elements, disregarding the diagonal, is of the same order as the sum of the number of arcs in the $K$ reachability graphs $RG_i(LS_i)$. It is actually possible to use a vector $\pi$ of size $|RS(S)|$, by paying an overhead in computational times, following the technique proposed in [13].

The difference between the number of arcs in $RG(S)$ and the sum of the number of arcs in the $K$ $RG_i(LS_i)$ is what makes the method applicable in cases in which a direct solution is not possible, due to the lack of memory to store $Q$.

Despite the fact the asynchronous and synchronous approaches for a tensor algebra solution of GSPN's have been presented in the literature as different methods, in a way they are not. Indeed in the DSSP case we can build a Superposed GSPN system (synchronous approach) by simply superposing the $K$ $LS_i$ systems: we get a potential state space PS(S) that is bigger than the one obtained with the asynchronous approach, but it is still possible to iteratively compute the correct steady-state solution, if a non-null probability is assigned only to a (some of the) reachable state(s).

In a way, we can consider the technique based on the basic skeleton as a method to use high level information to cut from PS(S) states that are not reachable, and consequently, from the $G$ matrix, rows and columns that correspond to non-reachable states. The price we have to pay is a more complex expression for the supermatrix of the infinitesimal generator, and therefore a more complex storage scheme for the matrices.
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