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Abstract

Two relevant issues in vision-based navigation are the field-of-view constraints of con-
ventional cameras and the model and structure dependency of standard approaches. A good
solution of these problems is the use of the homography model with omnidirectional vision.
However, a plane of the scene will cover only a small part of the omnidirectional image,
missing relevant information across the wide range field of view, which is the main ad-
vantage of omnidirectional sensors. The interest of this paper is on the new approach for
computing multiple homographies from virtual planes using omnidirectional images and its
application in an omnidirectional vision-based homing control scheme. The multiple ho-
mographies are robustly computed from a set of point matches across two omnidirectional
views relying in virtual planes independently of the structure of the scene. The method
takes advantage of the planar motion constraint of the platform and computes virtual verti-
cal planes from the scene. The family of homographies is also constrained to be embedded
in a three dimensional linear subspace to improve numerical consistency. Simulations and
real experiments are provided to evaluate our approach.
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1 Intr oduction

In order to perform navigation, mobile robots need to interact with the environ-

ment, and for this purpose many different types of sensors are available. From all
of them, vision systems stand out because they provide very rich information and
because of their versatility and low cost. For the last years the use of omnidirec-
tional cameras in robotics is also growing because of their effectiveness due to
the panoramic view from a single image. Camera motion between two views can
be obtained from rigidity constraints across the views. In general, problems like
guided matching, motion computation, or visual control, are directly tackled from
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multi-view tensors like the fundamental matrix, which assume a general model
with respect to the unknown scene structure. The problem of robust estimation of
the epipolar geometry and autocalibration from point correspondences using omni-
directional vision has been studied in [1], [2], [3], [4]. However, there are common
situations in which the fundamental matrix fails, reducing the applicability of the
model [5] [6] [7] [8]. In particular, the fundamental matrix is ill conditioned with
short baseline and undefined with pure rotations. Moreover, its estimation with gen-
eral algorithms degenerates when all the points lie on a plane. However, this degen-
eracy with coplanar scene points can be overcome if the camera is calibrated by
using the five-point algorithm [9]. Different approaches for vision-based robot nav-
igation are [10] [11] [12]. The Fourier components of the omnidirectional images
stored in a visual memory are used in [10]; a trifocal tensor-based approach is pre-
sented in [11]; and the homing task is solved in [12] using angular information of
a minimal set of three landmark correspondences with isotropic distribution.

A good solution with planar scenes is the homography model. The homography has
been used with omnidirectional vision in recent works for visual control [13], visual
odometry [14] or navigation using a visual memory of the environment following

a sequence of subgoals [15] [16]. However, if no plane is detected, a homography-
based approach would fail. This problem can be solved using a virtual plane [17],
but in general, estimation based on a virtual plane with wide baseline is not robust
to mismatches, noise or occlusions, and a dominant plane is preferred to get bet-
ter accuracy. Additionally, a plane of the scene will cover only a small part of the
omnidirectional image, missing relevant information across the wide range field of
view, which is the main advantage using omnidirectional sensors. A proposal of
using several homographies defined by real planes is presented in [18] to improve
reliability in the visual control task. Another issue is the precision with almost pla-
nar scene structures: A precise homography would reject good point matches close
to the plane and, on the other hand, joining closer points to support the homography
will reduce its precision.

In this paper, we present a new approach for computing multiple homographies
from virtual planes and its application in an omnidirectional image-based control
scheme for mobile robot homing. The multiple homographies are robustly com-
puted from a set of matches relying in virtual planes independently of the scene
structure. Thus, the approach is not compromised by the non planarity of the scene.
Additionally, the use of a set of virtual planes can be supported by any inlier across
the image, taking advantage of the wide field of view of omnidirectional images.
The method considers the planar motion constraint of the platform and, addition-
ally, the virtual planes are constrained to be vertical with respect to the motion plane
of the robot. These constraints allow to parameterize the homographies to be com-
puted from only two point correspondences. This minimal sample size improves
the performance of the robust estimation with respect to outliers. An additional con-
straint used for improving the numerical consistency of the family of homographies
obtained is that they are embedded in a three dimensional linear subspace. The per-



formanceof the method is tested and compared with classical approaches [6] in
terms of percentage of spurious, planarity of the scene and image noise showing
the advantages of our proposal.

We also propose a new visual control approach taking advantage of the multiple
homography estimation method. The system consists of a calibrated omnidirec-
tional camera mounted on top of a differential drive robot. The visual control task
uses the classical idea of homing, where the target location is defined by an im-
age previously taken at that location. The current and target images are related by
the set of homographies, which are used to design our controller. This visual hom-
ing takes advantage of the wide field of view of the omnidirectional camera being
independent of the scene structure.

The paper is organized as follows. Section 2 describes the camera model and the
homography matrix within our framework. Section 3 presents the computation of
a homography considering motion and plane constraints and the multiple homog-
raphy estimation method is proposed in Section 4. Section 5 presents the control
scheme for omnidirectional vision-based homing. Simulations and real experiments
given in Section 6 show the performance of the proposed scheme.

2 Imaging Geometry

In this section we define the geometry of the imaging system and describe the
omnidirectional camera model using the unified sphere model [19], [20]. The ho-
mography matrix is also introduced within our framework.

2.1 Camera model

The considered imaging system consists of an omnidirectional camera mounted
on top of a differential drive robot (Fig. 1). The motion of the robot occurs in the
x — y plane, and the-axis of the robot frame is aligned with the camera optical
axis, which is also the rotation axis of the robot. The origin of the coordinate frame
is set in the optical center of the omnidirectional camera. Its model consists of a
projection onto the unit sphere followed by a perspective projection. This unified
model is briefly described here and refer to [19], [20] for more details. The camera
with the hyperbolic mirror is shown in Fig. 1 with an example of a world point
projection (middle) and some system parameters (Table 1). The projection model
for central catadioptric cameras is depicted in Fig. 1 (right). A world pains
projected in a unit sphere centeredcias X;. The omnidirectional images can be
described by a perspective camera, involving the mirror parameters, related with
the sphere by a simple translationéoélong z-axis.
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Fig. 1. The robot platform, a Pioneer from ActivMedia with the camera on top (left). Om-
nidirectional system with the camera (Sony xcd-x7101cr) and the mirror (Neovision H3S)
with an example of point projection (middle). Unified model for the camera system (right).

Let us suppose that = (u, v, 1)* is a point of the image acquired by the omnidi-
rectional camera. The point is transformed to a virtual plane using K~ 'u,
being K a matrix containing the conventional intrinsic parameters of the cam-
era coupled with mirror parameters (Table 1). Finally, the projection of the point
m = (z,9,1)T in the unit sphere can be computed with = (\z, \y, A — )7,
Hereafter, these points are denoted with

2.2 The Homography

Two perspective images can be geometrically linked through a plane by a homog-
raphyH € R3*3. This projective transformatioH relates points of a planar scene
projected in both images. Pairs of corresponding points from the omnidirectional
images p, p’) are then related up to scale py= H p. The homography between

the two images can be computed from a minimal set of four point correspondences
solving a linear system [6]. The calibrated homography can be related to camera
motion (rotationR and translatior) and plane location as follows

H=R((I+cn’/d), 1)
wheren = (n,, n,, n,)” is the unit normal of the plane with respect to the ref-

erence frame and is the distance along between the plane and the reference
position. We consider the mobile robot constrained to planar motions-ip (and



Table 1

Calibration parameters of the imaging system using the unified sphere model. The mirror
parameters determine the geometry of the system mirror-camera and are depicted in Fig. 1
(middle). The size of the images acquired (24 x 768 pixels.

Mirror parameters

a = 28.0950 mm

b = 23.4125 mm

c=+a2 +b? = 36.5715 mm
d=FF' =2c=73.1430 mm
LR = 2b*/a = 39.0208 mm

Model parameters

& =0.9685 mm Y oovs  ug
~v = —399.1505 pixels K=]10 v

ug = 513.9324 pixels 0 0 1
vo = 400.7654 pixels lzgi—yiz(lxuyq

rotation¢ in z-axis). This planar motion constraint yields

R:

cos¢ —sing 0 x —xcos ¢+ ysin @
sing cos¢p 0| , c=|y | andt=| —zsing —ycoso | , (2)
0 0 1 0 0

wheret = (t,, t,, t,)" is defined a3 = —Rc.

3 Estimation of a Vertical Homography from Two Points

In this section we present the estimation method of a homography considering not
only the motion constraints of the platform but also an additional constraint on the
plane that define the homography. Let us consider a set of coplanar points in the
world belonging to a vertical plane, and then= (n,, n,, 0)”. Therefore, the
plane is aligned with the-axis of the omnidirectional camera. Thus, the homog-
raphy matrix corresponding to a planar motion scheme and considering a vertical



planeis

hii hi2 0 cosp —t,%  —sing —t,7r 0
H= hgl th 0 = |sin QZ5 — ty% COS Qb — ty%’ 0 . (3)
0 01 0 0 1

Elementsh; andhs, are zero because of the planar motion constraintianend

hos are zero because only vertical planes are considered. The homography will be
estimated up to scale and given thaj is never zero, due to the constraints, we can
always normalize the homography by this entry.

The point coordinates are given py= (z, y, z), orp = (z/z, y/z, 1) in homo-
geneous coordinates. A point correspondepcg/) in the omnidirectional images
is related up to scale by the homographypas= Hp, which can be expressed in
terms of the vector cross productpsx Hp = 0 [6]. From this expression two
linearly independent equations in the entriedbére obtained:

h11

hio
xZ oy 0 0 —za

hor | =0 (4)
0 0 =z yz —zy

hao

h33

Each point correspondence gives two independent equations. GiveH tkale-

fined by five unknown entries, a set of two point correspondences allows to deter-
mine the homography up to a scale factor by solving a linear system. In general,
more than two point correspondences are available and the presence of image noise
or mismatches is assumed. Then, we use the RANSAC method [21]. In the general
case, four point correspondences are needed to deteHnihewever, four points

in the world are not necessarily coplanar. Then, the estimatidh i&quires to re-

ject not only outliers but also, good correspondences out of the plane. In our case, a
vertical plane is defined by two world points, and al&@s determined by two point
correspondences (except the degenerate case of vertically aligned points). There-
fore, it is guaranteed that any two inlier point correspondences give a homography.
Then, RANSAC method can be used to reject only outliers, and not points out of
the plane, because any two correspondences belong to a vertical virtual plane. This
feature is used in the next section to estimate multiple homographies from virtual
planes.

There is an additional advantage of the two point correspondences minimal set. The
RANSAC method proceeds by repeatedly generating hypothesis from a minimal



setof points. Reducing the size of the minimal set of points, the probability of
outliers in the samples is reduced and the method performance is greatly improved.
In particular, the numbel of samples required in RANSAC to ensure that at least
one of the samples of sizehas no outliers with a probability gfis N = log(1 —
p)/log(l — (1 — €)*). wherep = 0.99 is usually chosen andis the probability

that any selected matched point is an outlier. For example, assuming that half of the
point matches are outliees= 0.5, the number of samples required to estimate the
general homography (= 4) is N = 72 and taking into account the homography
constraints considered here< 2), we haveN = 17, which implies a considerable
improvement.

The estimation method of multiple homographies presented also requires the esti-
mation of the relative omnidirectional camera orientatigicorresponding to each
homography. Next, we describe a method for computirfgom H. Equation (3)

can be rearranged in the following way

hll — COS QZS hlg + sin QZS 0 —tl—%p —tx%j 0
hot —sing  hgy —cos¢ 0| = | —t," —t,"* 0] . )
0 0 1 0 0 1

The first two rows of the matrix on the right are linearly dependent, therefore the
determinant of this matrix is zero; and also the determinant of the matrix on the
left, and then

(h11 — cos @) (haa — cos @) — (hiz +sin¢)(hy; —sing) =0, (6)

and reorganizing terms we have

(h12 — ho1) sin @ — (hi1 + hog) cos @ = highoy — hi1hgs — 1. (7)

This previous expression is a trigonometric function which is known to have solu-
tion if the next inequality holds

(hig — h21)2 + (h11 + h22)2 > (highar — hi1hos — 1)2 . 8)

Using the values of the homography entries (3) and simplifying we obtain the next
expression

(v —2™) >0, ©



whichis always true. Therefore (7) has solution and it is given by

hioha1 — hi1hos — 1
QZ5 = atan2(h12 — hgl, —hi1 — hgg) + acos 127721 11722 (10)

\/(hw — h21)? + (h11 + haa)?

Two solutions are obtained fat. A way for solving this ambiguity problem is

to use another plane. Then, we obtain two pair of solutions, and the solution is
the compatible pair. The values of obtained from each homography are used
in the multiple homography estimation method proposed in the next section. An
advantage of this estimation method is that the correct solutignoadditionally
obtained as output data.

4 Estimation of Multiple Homographies

In this section we present the algorithm to compute multiple homographies from
a set of point correspondences obtained from the omnidirectional images. A con-
straint on the rank is also used to enforce numerical consistency across the family
of homographies.

In the framework considered here, the minimal set for vertical homography es-
timation is two point correspondences. Assuming the presence of mismatches, an
estimation method robust to outliers is required. We present the Algorithm 1, which
is based in the RANSAC robust estimation algorithm [21], [6]. The algorithm uses
the distance threshotdwhich represents the maximum camera orientation error to
consider the homography (and its corresponding point matches) as inlier. Another
threshold?" is used to define the number of inliers required for minimum consen-
sus. In practice] is selected considering the assumed percentage of outléess

T = (1—¢€)M, with M point correspondences. A degenerate situation occurs when
two point correspondences selected are vertically aligned. Then, there will exist in-
finite vertical virtual planes defined across these two points. This degeneracy is
similar to the case of the general homography from four points, with three of them
collinear. Points resulting in degenerated situations are rejected as outliers by the
estimation method.

Next, we analyze the rank of the multiple homographies obtained. It has been
proved that the space of all the homographies between two views is embedded
in a four dimensional linear subspace?f [22] [23]. The homography depends

on the relative location between the two views; since it also depends on the orien-
tation and location of a plane, we obtain a family of homographies by considering
all possible planes. Let us consider a set of homographies normalizeg; by

H;=R +tnl/d;, i=1.n. (11)



Algorithm 1 Robust estimation of multiple vertical homographies with RANSAC.
(I) Given a set ofM point matches. Randomly select two correspondences of

points(p;, p;), (p;, p’;) obtained from two omnidirectional views and com-
pute the homography by solving (4). Compute the two solutions of the orien-
tation angle ¢;;, ¢;,) using (10).

(I) For k =1to M, with k # i, j, compute the corresponding homography from
matchesp;, p';), (pPx, P’;;)- Compute each pair of solutiong;, ¢;,). The set
of homographies witlp,;. or ¢!, within a distance thresholdwith respect to
¢i; Or ¢;; are considered as inliers.

(111 A threshold T" is defined with the number of inliers required for minimum
consensus. If the number of inliers is greater tfarthe algorithm finishes
and the set of homographies computed from the inliers is returned with the
angle¢ of largest consensus.

(IV) If the number of inliers is lesser thah, repeat from (1).

(V) After N trials, the set of homographies and the angleomputed from the
largest consensus set is returned.

In our case, we have added two additional constraints: the robot moves on the floor
plane and only virtual vertical planes are considered. In order to analyze the rank
of the system, we write the set of homograpHi®sn vector form a®) x n matrix

hlz’ I r t00 nm/dl
chy - = |ry... Ty +10t0 nyz/dz 7(12)
hg; r3 Iy 00t 0
9Ixn Ixn 9%x3 3Ixn

whereH = [h;;, hy;, hs;] andR = [ry, ro, r3]. The null rows corresponding to en-
trieshys, has, h3; andhs, can be removed, and rearranging the previous expression
we obtain

iy cp ty 0
hi2i —s¢pt, 0 1
hggi Cgb 0 ty Tbyz/dZ .
1 1 00
L 45xn L 45x%x3

Thus, the rank of the system 3sand the family of homographies is embedded in
a3 dimensional linear subspaceBf. The maximum rank i8 and, if the scene is
purely planar, the rank is 1. This condition on the rank is an additional constraint
and it allows enforcing numerical consistency across the set of homographies. We
use this property in the estimation method of multiple homographies. The matrix



5 x n of the family of homographies in (13) estimated from real data will not have
rank 3 in general. This constraint can be easily enforced by the solution obtained
using the Singular Value Decomposition (SVD). Let the makix € R™*° be the

set of homographies arfd,, = USV its singular value decomposition, whe$e

is a diagonal matriS = diag(s1, sa, S3, S4, ;) With singular values in decreasing
order. Then, we replace the matiik, by

H, = Udiag(s, s9,53,0,0) V| (14)

which is the closest singular matrix to the initially estimaldg under Frobenius
norm.

We have obtained a family of homographies of ran#efined from virtual ver-

tical planes. All of them have a common relative translation and rotatgnt)
compatible with the omnidirectional views and different plane parameterg,|.

From the application point of view, it can be useful to group all the homographies
together. We now describe the linear combination of these homographies to obtain
a sole homography from a virtual plane to be used in the omnidirectional visual
control scheme proposed in the next section. Consider a set of homographies as
defined in (11) where for all they are normalized witlhss; (i.e. hs3; = 1). The

linear combination of the family of homographies gives

Hy = > (WH) = 3 (W R +t > (Am] /dy) . (15)

A A

where the parametess are non-negative real numbers. The entry used for normal-
ization of the homography matrix obtained is given/gy = >,(\;). The resulting
homography can also be normalized/gy yielding

> (AHG) “R 4t > (Ainy /d;)

M= S

(16)

with the corresponding entrs;; = 1. This previous homography corresponds to
a homography generated from a virtual plang (d,/) where the plane parameters
can be defined as

>, (Am] /d;)

ny = >i( M)
32 (Ain] /dy)|]

and dv = = T Ja

(17)

Thus,any linear combination of the family of homographies results in a new ho-
mography. Outlier correspondences are rejected in the robust estimation of the ho-
mographies following Algorithm 1. However, the accuracy of the individual homo-
graphies is always affected in practice by uncertainties like image noise. Given that

10



alinear combination of the homographies is also a homography, a simple arithmetic
mean of them leads to a new homography with an average accuracy:

7

where)\; = 1/n are the weights, being the number of homographies. In this
equation, noisy homographies score the same as accurate homographies. This issue
reminds the case of the RANSAC algorithm, in which outliers score nothing (they
are rejected) but all the inliers (either good or poor estimations) weight the same.
The use of a cost function where inliers score according on how well they fit the
data has been previously presented [24]. Different weight functions were also used
in [18] based on re-projection error, homography determinant or area of the plane to
compute a reliable homography from four real planes. Hence the idea of defining
the weights); in such a way that homographies with less residual error receive
higher scores while poor estimations have less influence.

The absolute residual error of the orientation angles are defined for each homog-
raphyH; ase; = |¢;; — ¢u| With k # ¢, j from Algorithm 1. And the maximum
residual error is given by,,., = max(s;) = max(|$;; — ¢i|). Then, we propose a
weighted mean redefiningy where the minimum error gives the maximum weight,
namely)\; = 1, and maximum error is assigned with= 0 as follows

&g

N=1- . i=1l.n. (19)

gma:r

Therefore, the family of homographies is combined linearly (18) with parameters
\; defined as (19). The resultant homography can be normalizedisomm >, \;

to h3z = 1. Actually, this normalization is equivalent to define normalized weights

in (19). In summary, with (18) and the assignment of weights (19) normalized we
obtain as output a homography defined from a virtual plane that merges together
the family of homographies as

o Emaz Zz Hz - Zz(ngz)
B NEmaz — Zz &

5 Visual Control Scheme

In this section the multiple homography estimation method previously described is
used in a new visual control scheme. The goal is to design a control law for au-
tonomous robot navigation based on omnidirectional visual information using the
classical idea of homing, where the desired location is defined by an image taken
previously at that location. Then, a current image together with a reference image

11
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Fig. 2. Example of the velocities given by the control laws in each step. Left: Rotational
velocity w as a function ofp at stepl. Middle: Velocity v as a function ofz andy with
¢ = 1 at step2. Right: Rotational velocity as a function of) at step3.

is used to compute the set of multiple homographies. The family of homographies
can be merged using (20), obtaining a robust homograbhyndependent of the
scene structure. The individual entries of this homography are used in the design of
the control law proposed next.

We consider the standard motion model for unicycle robots [25], in which the mo-
tion occurs in the x-y plane and the z-axis of the robot frame coincides with the
camera optical axis. Then, the robot location is givenxby: (z,v,¢)”. The ro-

bot is steered with the linear velocityand angular velocitw, wherew is in the
direction of the roboy-axis andw is around the robot-axis.

5.1 Control Laws

The motion strategy consists of three sequential steps. During steprobot with

the omnidirectional camera is rotated until its orientation points to the target loca-
tion. During ste® the robot drives toward the target following a straight-line path
maintaining the orientation. Finally, in stgpthe robot performs a pure rotation
until the target orientation is reached. This kind of strategy is especially feasible
when omnidirectional sensors are used. This strategy was also used in [26] with
a conventional camera and a dominant plane for the homography estimation to
avoid discontinuities in the control output. Here, the multiple homography method,
not only is independent of the scene structure but also allows to exploit the omni-
directional image information. Next, the control law for each step to achieve the
trajectory of this motion strategy is defined in terms of the entridd 0f(20).

The desired orientation in the first stepgis= ¢ wherey) = arctan(z/y). When
this orientation is reached we also have that 0 (2). From (5) we can compute
t2 = (hy; — cos ¢)* + (hi2 +sin ¢)? and the rotational velocity can be defined using

12



thisvalue:

stepal =" 21)
w=ky \/(hll — 08 ¢)? + (hiz +sin¢g)?

wherek; is defined ag; = ksign((his + sin ¢)/(hey — cos ¢)) beingk,, a scalar
control gain. This function has two minimum values and at the end of this step the
robot is pointing to the target location with= ¢ or ¢ = ¢ + 7. An example of

the behaviour of this controller is given in Fig. 2 (left). In this example- —35°

or 145° and it can be seen that these values coincide with the minimal angular
velocities of the controller.

The second step requires that the robot moves toward the target (forward or back-
ward) in a straight-line path. The velocity in this step can be related #yjtand
whent, = 0 the robot is in the target location up to a rotation. From (5) we can
computet? = (hgy — sin ¢)* + (hgy — cos ¢)* and controller in stef is defined as

(22)

Step 2 U= kQ\/(h21 — sin ¢>2 + (hQQ — COS ¢)2
w = k1y/ (b — o5 §)% + (luy +sin 9)2

whereky = k,sign((cos ¢ — hae)n,) beingk, a scalar control gain and the sign

of n, is required. The resultant velocityas a function ofc andy with ¢ = ¢ is
depicted in Fig. 2 (middle) and it can be seen that the gradient of velocities converge
to zero at the target location. The velocityvhen¢ = ¢ + 7 is analogue but with
opposite sign.

In step3 the robot orientation is corrected. There we haye = sin ¢ and the
controller is defined using this homography matrix entry as

v=20
Step 3{ (23)

w = —ky ha

beingk,, a scalar control gain. The output velocityof this controller as a function

of ¢ is depicted in Fig. 2 (right). It can be seen that an stable equilibrium point
appears inp = 0. The design of the previous control laws takes into account that
the homographies are based on virtual planes. Then, it is assumed that during the
navigation the number of correspondences obtained from the omnidirectional im-
ages will vary, new correspondences appear and other will be lost. Therefore, the
virtual plane is different each time. The control design has taken into account this
issue avoiding plane dependency in the control variables. Thus, the entries used in

13



the control output computation have been combined properly to remove the plane
parameters dependency.

5.2 Stability Analysis

In the following, the stability of the control scheme is analyzed by means of the
Lyapunov’s Direct Method27]. We define a candidate Lyapunov function for the
control law of each step &g = (t3/2) for stepl, V, = (t2/2) for step2 and

Vo = (¢?/2) for step3. Next, we show that these candidate functions are Lyapunov
functions when using the proposed control laws. These functions are positive def-
inite and radially unbounded, and next we show that their derivatives are negative
definite:

Vi=tut, = —wt,t,

, his 4 sin .
= _k:wSZgn <h2122—COSZ> \/(hll — COS ¢)2 + (hlg -+ sin ¢)2 tac ty
28
= —k, sign (t) |t to t, <O (24)
Yy

Vo=t,t, = —vt,
= —kysign((cos ¢ — hgg)ny)\/(hgl —sin @) + (hog — cos @)% t,,

= —k, sign(t,) |t,| t, <O (25)
Va=¢0 = pw
= —kydhoy = —ky ¢ sing < 0 (26)

In the previous development we have used expressions of (2), (5), the kinematic ro-
bot model equations = v sin ¢, y = v cos ¢ and the control law expressions (21),
(22) and (23). Then, we conclude tti&§, V5, V3) < 0 and the system is stable with
each control law in the Lyapunov sense. The stability for slow switching without
a common Lyapunov function is studied in [28]. If the individual controllers are
asymptotically stable, the switched linear system is globally stable if a dwell time
between switches is large enough. In our control scheme, the switching of the con-
trol laws is performed sequentially and enough dwell time between switches can
be assumed.

6 Experiments

In this section we present experimental validation of the approach presented. First,
we test the multiple homography estimation method with simulated and real data.
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And second we evaluate the omnidirectional visual control scheme with simula-
tions and real experiments.

6.1 Evaluation of the Estimation Method of Multiple Homographies

Different simulations are presented to show the validity of the estimation method
of multiple homographies. We test and compare the performance of the method
presented points) with the classical computation of the homographpdints)

[6] taking into account the percentage of outliers, planarity of the scene or image
noise. The method performance is also compared with two general scene structure
solutions using the eight-point algorithm [6] and five-point algorithm [9], since the
camera is calibrated. The virtual scene consists of a random set of 3D points which
are projected to the image through a hyperbolic mirror and camera system using
the unified sphere model described in Section 2 [19], [20]. The method presented
is then applied using the image point correspondences in calibrated coordinates.

The error of the estimated orientatigrusing our approach is tested with respect to
the percentage of outliers and compared with the orientation obtained from the de-
composition of the homography computed with the classical approach [6] (Fig. 3).
The estimated percentage of outliers parameter used in RANSAC in both meth-
ods is always set t60% (¢ = 0.5). The 3D points of the virtual scene used in
Fig. 3 (left) are randomly distributed in a plane. Both methods reject correctly out-
liers under60% of spurious matches. When the percentage of outliers increases
overe, the probability of RANSAC success decreases and outliers can be consid-
ered as inliers. So, the behaviour of both methods is similar with the limitations
inherent to RANSAC. The same experiment is repeated in Fig. 3 (middle) with a
non-planar scene (random general 3D points). The performance of the multiple ho-
mographies is similar as having a planar scene, but the general homography has to
deal with outliers plus non-coplanar points. Therefore, the general homography has
less possibility of large consensus, and this situation is especially relevant when us-
ing omnidirectional images. The performance of the approach as a function of the
scene structure is studied in Fig. 3 (right). The error of the estimated orientation

is tested with respect to the planarity of the scene, i.e. the horizontal axis represents
the planarity from0% (3D points are randomly distributed in a plane).tw% (3D

points are randomly distributed in a cube). The point correspondences are perfect
data and it can be seen that the multiple homography method performs correctly
independently of the scene. On the other hand, the general homography estimation
is worse with a less planar scene.

The next experiment evaluates the performance of the approach in the presence of
image noise (Fig. 4). Gaussian image noise is added to the point correspondences
of the omnidirectional images with standard deviatiofrom 0 to 3 pixels. In the

case of a planar scene, both our approach and the general homography methods
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planar (left) or non-planar (right). The multiple homography method (bi)és compared
with the classical homography estimation (red.’

are quite similar although the general homography has a little less error. This is
because its computation involves minimizing a cost function, which results in good
performance given perfect matching and Gaussian image noise. On the other hand,
our approach is based on multiple homography consensus with the rank constraint.
Both methods show greater differences when the scene is non-planar. In this case
the multiple homography method presents much better performance.

Experimental evaluation has been carried out to compare the performance of the
proposed approachiM(H) and the two-view epipolar geometry estimated by means

of the eight-point £'8) and five-point £5) algorithms [6] [9]. In the following
experiments, we have computed and compared the error of the orientatios-(

ing these three methods (Fig. 5). The first test compares the performance of these
approaches with respect to the planarity of the scene. The results show that both
N H and E'5 perform correctly in planar and non planar scenes whef&afails

with coplanar scene points, Fig. 5 (left). Notice ti#t plot is hardly seen because

it is under N H plot and they are nearly the same. The next experiment evaluates
the influence of the baseline in the performance of the methods. The error of the

16



@error (deg)

N

-]
N
o

TES — = WS

a
z
I

=—NH 20p- - —NH

.
o

i
1Y
w

)
N

@error (deg)
I

o

@error (deg)

=

40 50 o 50 150 200 0 100 400 500

20 30 100 200 300
Planarity Baseline (mm) Number of matches

Fig. 5. Error of the estimated orientatiaf with respect to the planarity of the scene
(left), baseline (middle) and number of matches (right). The multiple homography method
(N H-solid line) is compared with the fundamental matb&tdashed line) and the essen-
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estimated orientation with respect to the distance between the images is given in
Fig. 5 (middle), showing the problem of short baseline with the epipolar geome-
try (E'5, F'8). This experiment specially shows the difference on performance with
short baseline. We have also tested the behavior of the methods according to the
number of matches Fig. 5 (right) in the presence of image noise. The results show
that VH and E'5 perform better thai’8 with few matches whilg'8 performance

is considerably improved with the number of matches.

The multiple homography estimation method is also tested with real images. The
images are acquired with the camera system described in Section 2 and image size
1024 x 768 pixels. An example of the images used is given in Fig. 6 (left) together
with the putative SIFT (Scale Invariant Feature Transform) matches found [29]. The
SIFT point correspondences present great repeatability, distinctiveness, and robust-
ness. However, this descriptor is not designed for omnidirectional cameras, which
presents a great challenge because of image deformation and varying resolution.
Thus, many mismatches can be expected in the putative correspondences. The set
of images taken follows a pure rotation frarmto 90° by steps ofi5°. Another set
follows the same sequence of rotation plus a translation. The orientation estimated
from the multiple homographies computed with respect to the real orientation is de-
picted in Fig. 6 (right). It can be seen that very good results have been obtained. The
example in Fig. 7 shows a pair of images, their SIFT putative matches and the point
correspondences left after the standard homography and multiple homography es-
timation. The standard homography cover a wall of the room while the multiple
homography approach correspondences are more distributed across the images.

The next experiment has been carried out using an omnidirectional image database
from the University of Amsterdam and available via web [30]. The omnidirec-
tional images were taken by a camera with a hyperbolic mirror on a mobile ro-
bot driving through an indoor environment. The calibration of the omnidirectional
camera and data from laser range scanner, sonar range scanners and odometry sen-
sors are also available. From the more than one thousand omnidirectional images
available in the database we have selected a sequernéé,ah particular images
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Fig. 9. Simulation using the control scheme proposed. Evolution of the robot poged)
(left). Velocities @, w) given by the controllers (right).

from 100 to 260. Some examples of the images used are shown in Fig. 8 (left).
The orientation estimated with our approach is depicted with the orientation given
by the robot odometry in Fig. 8 (right) showing good behaviour. SIFT points give
very few matches or none with these images mainly because of light conditions.
Then, the putative matches have been obtained using the Lucas and Kanade track-
ing algorithm [31], [32]. The experimental evaluation shows the effectiveness of
the approach presented supporting the benefits of considering the planar motion
constraint. Besides, our proposal of multiple homographies makes also possible to
compute the scene structure or the robot localization, although this is not addressed
in this work because we focus on the robot control. So, without loss of generality,
the multiple homographies estimation approach is also suitable for different appli-
cations like visual odometry, Structure and Motion or SLAM. In the next section we
evaluate the visual control scheme, which is the application addressed here, using
the combination of the family of homographies as previously presented.

6.2 Evaluation of the Omnidirectional Visual Control Scheme

Simulated and real experiments of the omnidirectional visual control scheme are
presented in this section. Simulation showing the behavior of the control scheme
following the motion strategy is given in Fig. 9. The initial location is (, ¢) =

(=3 m, —10 m, —30°) and the goal position i$)(0, 0). The evolution of the robot
coordinatesr, y, and orientationy along the time and the velocities given by the
control laws are depicted in Fig. 9.

The real experiments have been carried out with the robot platform shown in Fig. 1
(left). The robot is equipped with a camera plus mirror system mounted on top
Fig. 1 (middle). The camera is connected through Firewire to a laptop onboard the
robot and plugged into a battery. The laptop is an ®Rt&€ore* 2 Duo CPU at

2.50 GHz with operating system Debian Linux. The goal position of the robot is
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Fig. 10. Sequence of some images taken by the robot camera during an experiment. The
first is the target image, the second is the initial and the last is the image at the end of the
motion.

defined by a target image taken previously at the desired position. In each controller
loop, a current image is taken and used to estimate the multiples homographies
between the current and target images. The images are acquired using Péager

the image data is processed using the OpenCYV liraiijhe interest points of the
current and target images used to estimate the homographies are initially extracted
and matched. During the motion, the points are tracked using Lucas and Kanade
algorithm [31], [32]. The homography estimated (20) is the input of the control law
and the velocities are the output. These velocities computed by the control scheme
are sent to the robot through a serial cable using again Player. When the control
finishes, the robot is in the goal position and the homography is the identity matrix.
The control loop of the implementation runslad ms.

Experimental results obtained are presented in Fig. 10 and Fig. 11. A sequence of
some of the images taken during an experiment are shown in Fig. 10. The robot
covers around min x and2.5 miny. The evolution of the robot pose given by the
odometry with respect to the initial pose is shown in Fig. 11 (left), the estimated
orientation is also depicted. The relative initial orientation with respect to the target
is approximately zero degrees. The velocities computed by the control law and sent
to the robot are depicted in Fig. 11 (right).

In the next experiment the robot goes round a square covering a distance &ound
meters. The desired trajectory is specified with four target images taken at the cor-
ners of the square path (Fig. 12). When each target is reached, the control changes to
the next target image of the sequence. The resultant path followed by the robot and
the evolution of the homography entrieg, h12, ho; andhss are shown (Fig. 12).

It can be seen that the robot navigates successfully following the square path with
good performance and without cumulative errors. Experiments show that the mul-
tiple homography based control performs correctly and that the motion strategy
results in a robust navigation.

I ThePlayer Project creates free software tools for robot and sensor applicéitms.
/Iplayerstage.sourceforge.net/

2 The Open Computer Vision Library is a collection of algorithms for computer vision.
http://www.intel.com/technology/computing/opencv/
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Fig. 11. Experimental results with the robot platform. Evolution of the robot pose,(

¢) referred to the initial position given by robot odometry (left) and estimated orientation
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Fig. 12. Experimental results commanding the robot to go round a square. The first row is
the sequence of target images taken at the corners of a square path. The second row are the
final images acquired when each respective target is reached. Resultant path of the robot
(left) and evolution of the homography entries used in the control (right).

7 Conclusion

We have presented a new approach for estimation of multiple homographies de-
fined from virtual vertical planes with omnidirectional image pairs. The minimal
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setof point correspondences required for homography estimation is reduced to two
considering constraints on the camera motion and on the virtual planes. As output,
the method gives a family of homographies of ran&nd the relative orientation

of the cameras. The classical methods based on the epipolar geometry fails with
planar scenes, but this problem is overcome using the five-point algorithm for cal-
ibrated cameras or using the homography model. However only the homography
solves the problem of short baseline. The experiments carried out show robust be-
havior with respect to outliers and good performance independently of the scene
structure. This approach is especially useful in omnidirectional vision, where mul-
tiples homographies allow the use of information from the complete scene given
by the omnidirectional images. We have also presented an omnidirectional visual
control scheme defined in terms of the multiple homographies independent of the
plane parameters. The motion strategy consists of three control laws sequentially
switched which are intended for omnidirectional vision-based navigation. The sta-
bility analysis of the control scheme is also presented. The feasibility of our ap-
proach has been demonstrated through simulations and experiments with a mobile
robot.
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