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Abstract

This paper addresses the problem of visual control for mobile robots with non-
holonomic motion constraints. The vision system consists of a fixed camera mounted
on the robot and no odometry or additional sensors are used. We consider the usual
framework in which the target is defined by an image taken previously at the de-
sired position. Then, the control law drives the robot from the initial position to the
desired one by processing image information extracted from the current and target
images. We present a new approach consisting in a switching control law based on
the two-view geometry without scene constraints. Our main contribution is that two
controllers are defined and combined in the switching control law. One is based on
the epipolar geometry and the other on the homography model. Both models have
well known degenerate cases or particular situations in which the corresponding
control fails when used alone. Nevertheless, the designed approach takes advantage
of both models avoiding the drawbacks of each one and allowing a smooth motion
of the robot. Experimental evaluation is presented to show the performance of the
approach.

1 Introduction

In the last decades, much work has already been accomplished in the area
of vision for mobile robot navigation [1] [2]. In general, integrating informa-
tion from different sensors increases the versatility of the system, but also the
cost and the complexity. Vision is one of the most studied sensory modalities
for navigation purposes standing out because it provides rich information of
the environment. The framework of the approach presented in this paper is a
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vision system consisting of a fixed camera mounted on a mobile robot. The
visual control task uses the classical idea of homing, also known as teach-
by-showing. In this approach, an image is taken previously at the desired
position, and then, the control compares the current image with the target
one, and an error control vector is extracted from the two views. The robot
is led to the target by the controller while the error is reduced to zero imply-
ing that the robot has reached the desired position. Visual control methods
can be classified depending on how the visual information is used to perform
the task. Image data can be used directly (image-based methods [3–10]); it
can be used to compute estimates of pose parameters (position-based meth-
ods [11–13]); or various combinations of these approaches can be used (hybrid
or partitioned methods [14–16]). A traditional approach is to perform the nav-
igation by computing the epipolar geometry between the current image and
the target one [11, 17–19]. Nevertheless, the estimation of the epipolar geom-
etry degenerates with short baseline and becomes ill-conditioned for planar
scenes. A natural way to overcome this problem is by using the homogra-
phy model [13, 20, 21]. Nevertheless, if no plane is detected in the scene, the
homography-based control fails. This problem can be solved through virtual
planes [22], but estimations based on virtual planes with wide baseline are not
robust to mismatches, noise or occlusions.

Here, we propose a new approach consisting in a switching control based on
the epipolar geometry and the homography. Both individual controllers are
obtained through an exact input-output linearization of the correspondent
geometric model, transforming the nonlinear control problem into a track-
ing problem. The resultant robot motion depends on the definition of the
desired trajectories of the model parameters. In one case the control inputs
are the epipoles and in the other case the homography elements. The work
presented in [19, 24] is the basis of the epipolar-based control presented here.
In those works, the motion is performed in three sequential steps. However,
the motion performed in the second step drives the robot from and not to
the target before turning back to it in the final step, which is not the in-
tuitive behaviour we might expect. This behaviour is improved in [18, 23]
resulting in a direct, although non-smooth, motion towards the target. The
control scheme presented here is intended for producing a smooth motion. On
the other hand, the homography-based control presented extends the previous
work [25] by designing a new set of trajectories of the homography elements
using sinusoids. The approach presented takes advantage of both the epipo-
lar and homography-based methods in a new switching model-based control
scheme. This switching control overcomes the particular drawbacks of the
epipolar and the homography-based controllers resulting in a more robust and
general control scheme.

The remainder of this paper is structured as follows. Section 2 gives the robot
motion and camera models. The epipolar-based control and the homography-
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based control are presented in Sections 3 and 4, respectively. The combination
of these controllers gives the switching control law presented in Section 5.
Stability analysis and experimental evaluation are given in Sections 6 and 7,
respectively.

2 Robot Motion and Camera Models

The system to be controlled is a nonholonomic robot (Fig. 1(a)) whose dy-
namics together with a camera model is expressed in a general way as





ẋ = f(x,u)

y = h(x)
(1)

where x denotes the state vector, u the system input vector consisting of the
robot velocities, and y the output vector. The general nonholonomic kinemat-
ics of a unicycle-like robot expressed in state space is defined as




ẋ

ż

φ̇




=




− sin φ

cos φ

0




v +




0

0

1




ω (2)

being (x, z, φ) the position and orientation of the robot in the global reference
(Fig. 1(b)). Thus, the state vector of the robot is x = (x, z, φ)T , and the system
input vector is defined by the translational (v) and rotational (ω) velocities.

Consider the geometry of the camera to be modelled by perspective projection.
And let us suppose the two images (the current and target) are obtained
with the same camera, being R the rotation and c the translation between
the current and target positions. The internal camera calibration matrix K
is defined by the focal length of the camera αx and αy in terms of pixel
dimensions in the x and y direction respectively [26]. In practice, we assume
that the principal point is in the center of the image (x0 = 0, y0 = 0) and that
there is no skew.

3 Epipolar-Based Control

In this Section we describe the epipolar-based control law. First, the epipolar
geometry model is presented and next, the control law is obtained by the exact
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(a) (b)

Fig. 1. (a) The experimental platform. (b) Coordinate system. The robot posi-
tion is determined by (x, z, φ), with φ the orientation of the robot, expressed as
the angle between the robot body z-axis and the world z-axis. We also define
ψ = − arctan(x/z).

input-output linearization of the system. Finally, the desired trajectories of the
epipoles used as control inputs are defined by means of sinusoidal functions.

3.1 The Epipolar Geometry Model

The epipolar geometry represents the intrinsic geometry between two views.
It is independent of the scene structure and only depends on the relative
localization between the cameras (R, c) and the internal camera parameters
(K). The fundamental matrix F ∈ R3×3 is the algebraic representation of this
intrinsic geometry. The fundamental matrix satisfies the epipolar constraint
pT

2 Fp1 = 0, where p1 and p2 is a pair of corresponding points (Fig. 2(a)), and
it can be computed from matched points solving a linear system of equations
[26]. The epipoles are the intersections of the baseline, the line joining the
optical centers of the cameras C1 and C2, with the image planes. They can
be computed with Fe1 = 0 or FTe2 = 0 .

In our framework the robot moves with planar motion and only the x-coordinates
of the epipoles need to be considered for the control design. From the perspec-
tive projection (Fig. 2(b)), the x-coordinate of the epipoles in the current
image (ecx) and in the target image (etx) can be expressed as a function of the
state of the robot





ecx = αx tan(φ− ψ)

etx = −αx tan(ψ)
(3)

Then, the output vector of the system (1) is defined with the current and
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(a) (b)

Fig. 2. (a) The epipolar geometry between two views. (b) Geometric relations of
the epipoles in the current image (ecx) and target image (etx), the epipoles are
highlighted in bold line. Cc and Ct are the current and target camera positions
respectively. (x, z, φ) is the robot position in Cartesian coordinates and (ρ, ψ, φ) in
polar coordinates, where x = −ρ sinψ and z = ρ cosψ.

target epipoles as y = (ecx, etx)
T .

3.2 Input-Output Linearization through the Epipoles

A common way to face the problem of nonlinear control is through lineariza-
tion [27, 28]. The objective is to perform the navigation by using a feedback
control law where the control input is based on the coordinates of the epipoles.
Then, the visual servoing problem is transformed into a tracking problem in a
nonlinear system where the reference trajectories of the epipoles are defined.
The input-output linearization of this work is carried out as originally pre-
sented in [24] by differentiating the system outputs until the inputs appear
explicitly, and then solving for the control inputs. In that work, the control
presented drives a differential drive robot away the target while the lateral
error is corrected. After that, the robot moves backwards in a straight line
towards the target. In [18] we defined a new control input in such a way that
the robot follows a straight line path directly towards the target. The control
proposed now is intended for performing a smooth motion towards the target.

The derivatives of the epipoles, in the current and target images (3), are
obtained and we have in Table 1 ėcx and ėtx. With these expressions we have a
linear relation between the velocities and the differentiated system output. We
solve for the robot velocities vF and ωF (Table 1) where subindex F denotes
that they have been computed using the epipolar-based control. The control
matrix is given by LF

−1 (Table 1).

Now, the new control input νF is defined as a function of the tracking error
eF of the current and target epipoles. Assuming the control objective to be
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Table 1
Equations of the control design developed in the input-output linearization for the
epipolar-based control (Section 3.2) and homography-based control (Section 4.2).
Refer to the text for explanation about the expressions.

Epipolar-based control Homography-based control

ėcx = −αx sin(φ−ψ)
ρ cos2(φ−ψ)

v + αx
cos2(φ−ψ)

ω ḣ13 = αx h33 ω

ėtx = −αx sin(φ−ψ)
ρ cos2 ψ

v ḣ33 = nz
dπ

v − h13
αx

ω

(vF , ωF )T = LF
−1νF (vH , ωH)T = LH

−1νH

LF
−1 = 1

αx


 0 − ρ cos2(ψ)

sin(φ−ψ)

cos2(φ− ψ) − cos2(ψ)


 LH

−1 =




h13
α2

xh33

dπ
nz

dπ
nz

1
αxh33

0




νF = (νc , νt)T = ḊF − kFeF νH = (ν13 , ν33)T = ḊH − kHeH

DF = (ed
cx , ed

tx)T DH = (hd
13 , hd

33)
T

eF = (ecx − ed
cx , etx − ed

tx)T eH = (h13 − hd
13 , h33 − hd

33)
T

kF = diag(kc , kt) kH = diag(k13 , k33)

the tracking of the desired trajectories DF of the epipoles, we can compute νF

(Table 1), where kc > 0 and kt > 0 are the control gains. The desired functions
to be tracked are bounded by definition (section 3.3), and the control inputs
designed for the tracking controller are known to represent an exponentially
stable error dynamics [28], so the tracking error converges to zero exponen-
tially. This control law needs the matrix LF to be invertible. From det(LF) = 0
we have that the matrix LF is singular if (φ − ψ) = nπ with n ∈ Z, which
is equivalent to ecx = 0. This situation can be easily detected and avoided by
switching to the other model control law.

3.3 Desired Trajectories of the Epipoles

The desired trajectories of the control input to be tracked determine the path
followed by the robot. In [18] the desired trajectories of the epipoles drive a
robot with differential motion constraints to follow a straight line path. Here
we define a new set of desired trajectories using sinusoidal functions resulting
in a smooth motion of the robot. Sinusoidal functions have been already used
in motion planning [29] and they gather all the good qualities required by the
robot system control. For that purpose, the desired trajectories to regulate
the epipoles to zero are defined as





ed
cx(T1 < t ≤ T2) = ecx(T1)

2

(
1 + cos π(t−T1)

T2−T1

)

ed
cx(T2 < t < ∞) = 0

(4)
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



ed
tx(T1 < t ≤ T2) = etx(T1)

2

(
1 + cos π(t−T1)

T2−T1

)

ed
tx(T2 < t < ∞) = 0

(5)

The starting time is T1 = 0 and the desired values of the epipoles are reached
in T2. However, we could find particular situations where the previous motion
cannot be performed directly. For example, if the initial robot orientation is
the same as the target orientation with x 6= 0, the lateral distance would not
be corrected by the control. In these cases, a previous phase is performed and
the robot is driven with some sinusoids (0 ≤ t ≤ T1) to an orientation where
the previous strategy works properly:





ed
cx(0 ≤ t ≤ T1) = ecx(0) +

(
ed

cx(T1)− ecx(0)
)

sin
(

πt
2T1

)

ed
tx(0 ≤ t ≤ T1) =

etx(0)+ed
tx(T1/2)

2
+

etx(0)−ed
tx(T1/2)

2
cos

(
2πt
T1

) (6)

In 0 ≤ t ≤ T1 the main parameter to be regulated is the current epipole, related
with the robot orientation, while the target epipole value is indifferent. Thus,
a rotation is carried out by defining the desired current epipole proportionally
to the initial target epipole, ed

cx(T1) = −etx(0)/2. If we considered differential
motion constraints, the desired target epipole trajectory could be defined as
ed

tx(T1) = etx(0) and then the robot will rotate over its vertical axis during
0 ≤ t ≤ T1. This pure rotation can be avoided with a forward motion by
increasing the value of the target epipole. Thus, we define ed

tx(T1/2) with an
increment over the initial epipole etx(0). In practice we increment it in a 10%,
which is related with the bounded curvature constraint. A lower curvature
constraint of the vehicle allows a lower increment of ed

tx(T1/2) and a higher
value of ed

tx(T1/2) requires higher curvature capability, saturating the rotation
angle otherwise. We can check if this previous phase (6) is needed and skip
it otherwise with the condition: (ecx(0) · etx(0)) ≤ 0 ⇒ T1 = 0. It uses the
signs of the initial epipoles to check qualitatively the relative orientation of
the robot at the beginning of the motion.

Three simulations of this control law are superposed in Fig. 3. The desired
trajectories of the current and target epipoles are shown with the resultant
paths. This control law presents some drawbacks. The method corrects the
lateral error and the orientation of the robot but only reduces depth error
(See final z 6= 0 in Fig. 3(c)). At the end of the motion the epipoles become
undefined because short baseline and the control matrix becomes singular.
Besides, the fundamental matrix is ill-conditioned with planar scenes, which
are very common in human environments. Therefore, we propose an additional
procedure to switch with, which complements this control and avoids these
drawbacks.
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Fig. 3. Evolution of the epipoles for three different initial positions and the resultant
paths using the epipolar-based control law. The initial positions are (−8,−20,−10◦),
(5,−15, 5◦) and (−2,−10,−20◦) and the target is (0, 0, 0◦). Each of the simulations
is drawn with a different line style. In these simulations T1 = 40s and T2 = 80s.

Fig. 4. Homography from a plane between two views.

4 Homography-Based Control

In this Section the homography-based control is presented. First, the homog-
raphy model for planar motion is described and next, the exact input-output
linearization of the system is detailed. The idea is to design the control us-
ing directly the homography matrix elements as output of the system [25],
avoiding the need of depth estimation or homography decomposition. Finally
the desired trajectories of the homography elements used in the control are
defined.

4.1 The Homography Model

Two perspective images can be geometrically linked through a plane π of the
scene by a homography H ∈ R3×3. This projective transformation H relates
up to scale corresponding points of the plane projected in two images by
p2 = Hp1 (Fig. 4). The homography across two views can be computed by
solving a linear system from a set of point matches [26]. The homography H
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can be related to camera motion and plane location as follows

H = KR (I + c
nT

dπ

)K−1 , (7)

where n = (nx, ny, nz)
T is the normal to the plane π and dπ is the distance

from the origin to the plane. We consider a mobile robot moving in a planar
ground (Fig. 1), and the planar motion constraint yields:

H =




h11 h12 h13

0 1 0

h31 h32 h33




, with R =




cos φ 0 sin φ

0 1 0

− sin φ 0 cos φ




and c =




x

0

z




. (8)

It can be seen that h21, h22 and h23 do not give information because of the
planar motion constraint. Given that h22 is never zero we can always nor-
malize the homography to h22 = 1. Developing expression (7) we obtain the
homography elements as a function of the system parameters:





h11 = cos φ + (x cos φ + z sin φ)nx

dπ

h12 = αx

αy
(x cos φ + z sin φ)ny

dπ

h13 = αx

(
sin φ + (x cos φ + z sin φ)nz

dπ

)

h31 = 1
αx

(
− sin φ + (−x sin φ + z cos φ)nx

dπ

)

h32 = 1
αy

(−x sin φ + z cos φ)ny

dπ

h33 = cos φ + (−x sin φ + z cos φ)nz

dπ

(9)

The analysis of these elements of the homography lead to the design of the
control law. Two elements of the homography are enough to control the two
degrees of freedom of the system. Elements h31 and h32 are discarded because
they are small compared with the rest of the elements, this is because of the
factors αx and αy. Then, their ranges are lower than the other elements and
they are more affected by noise. This analysis is supported by experimental
observations [30]. In our monocular system, planes in front of the robot with
dominant nz will be detected more easily. Thus, from the elements left, we
have selected those depending on nz (i.e. h13 and h33). So, the output vector
of the system (1) has been defined and it turns out: y = (h13, h33)

T .
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4.2 Input-Output Linearization through the Homography

We have a nonlinear geometric model relating inputs and outputs. A lin-
earization is developed by differentiating the homography elements until we
can solve for the control outputs. Note that the normal vector of the plane
(n) and the distance between the plane and the origin (dπ) are referred to
the global reference attached at the target position. Given that the target is
fixed, these parameters (n, dπ) are constant, and their derivatives are zero.
The derivatives of h13 and h33 with respect to time give ḣ13 and ḣ33 (Table 1).
With these expressions we have a linear relation between the velocities and the
differentiated elements of the homography. We solve for the robot velocities vH

and ωH (Table 1) where subindex H denotes that they have been computed
using the homography-based control. The control matrix is given by LH

−1.

The new input of the control νH is given as a function of the tracking error
eH , i.e. the current values of the homography elements (h13, h33)

T and their
desired values DH which are the trajectories to be followed. Then, we define νH

(Table 1), where k13 > 0 and k33 > 0 are the control gains. The tracking error
from the new control input results in an exponentially stable error dynamics
[28]. The computation of the control matrix needs LH to be invertible.

Proposition 4.1 In the system state-space, it holds that det(LH) 6= 0. Conse-
quently, the decoupling matrix of the homography-based control is not singular.

Proof The condition det(LH) 6= 0 holds if nz 6= 0 and h33 6= 0. Without loss of
generality we can consider that the plane that generates the homography is at
a finite distance to the target and therefore dπ 6= ∞. We have nz 6= 0 because
the plane that generates the homography has to be seen by the camera. When
the robot reaches the target position (x=0), we have h33 = 1 . Next, we show
that h33 is never zero. From (9) we have defined the continuous function

h33 = cos φ− x
nz

dπ

sin φ + z
nz

dπ

cos φ .

The target is in front of the robot and therefore z < 0. The camera field of
view is constrained and we can assume |φ| < π/2. In our reference system we
have that cos φ > 0 and, given that nz < 0, z nz

dπ
cos φ > 0. Then, it follows that

h33 > 0 if | cos φ + z nz

dπ
cos φ| > | − xnz

dπ
sin φ|. This previous inequality always

holds as we consider depth error higher than lateral error (|z cos φ| > |x sin φ|).
If this did not hold the robot should carry out a previous manoeuvre due its
motion and visibility constraints. Given these results we have that det(LH) 6= 0
and therefore the control matrix LH of the homography-based control is not
singular. 2
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4.3 Desired Trajectories of the Homography Elements

When the target position is reached, the homography is the identity matrix
and the desired final values of the homography elements used in the control
are h13 = 0 and h33 = 1. Now we propose the desired trajectories (hd

13, hd
33)

to be tracked determining the path followed by the robot. Basically, although
they are not decoupled, we can relate h33 with the motion along z-axis and
h13 with the robot orientation. The selected trajectory for h33 is a sinusoid
that converges to 1 guaranteeing that the depth distance is corrected. The
desired trajectory of h13 is defined in order to ensure that it evolves in such a
way that lateral and orientation error are corrected simultaneously. Thus, the
functions proposed to be tracked are defined as follows





hd
13(T1 < t ≤ T2) = h13(T1)

ψ(t)
ψ(T1)

hd
13(T2 < t < ∞) = 0

(10)





hd
33(0 ≤ t ≤ T2) = h33(0)+1

2
+ h33(0)−1

2
cos

(
πt
T2

)

hd
33(T2 < t < ∞) = 1

(11)

The starting time is T1 = 0 and the desired homography values are reached in
T2. There are particular initial positions in which the robot needs to be driven
to a proper orientation in order to allow the smooth motion to the target. In
these cases we propose a previous motion defining additional desired functions
to be tracked. In our proposal, the desired trajectory of h33 do not change and
we define the previous function to be tracked by h13 as follows

hd
13(0 ≤ t ≤ T1) =

h13(0)+hd
13(T1)

2
+

h13(0)−hd
13(T1)

2
cos

(
πt
T1

)
(12)

As said, in (0 ≤ t ≤ T1) the goal is to regulate the orientation properly
for the motion towards the target. For this purpose we have defined hd

13(T1)
proportionally to the initial value of h13 as hd

13(T1) = −2
3
h13(0) , which is the

intermediate goal to be reached in T1. Similar to the epipolar-based control
we can detect if this previous phase (12) is required, and skipped otherwise.

Three simulations with this control law are shown in Fig. 5. The desired tra-
jectories of h13 and h33 are shown with the resultant paths. It can be seen that
the homography elements evolve accordingly to their desired values and the
robot reaches properly the target position performing a smooth motion. This
control law has the drawback that it fails if no plane is detected in the scene or
if the plane detected has nz = 0 (e. g. the horizontal ground plane). Neverthe-
less, when the robot is close to the target, with short baseline, the complete
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Fig. 5. Evolution of h13 and h33 for three different initial positions and the re-
sultant paths using the homography-based control law. The initial positions are
(−8,−20,−10◦), (5,−15, 5◦) and (−2,−10,−20◦) while the target is in all the cases
(0, 0, 0◦). Each of the simulations is drawn with a different line style.

scene becomes planar equivalent and this homography is useful for the control
anyway. Therefore, the homography-based control law and the epipolar-based
control law are complementary.

5 Switching Model-Based Control

Until now, two control laws have been defined, one is based on the epipolar
geometry and the other on the homography model. Any of these previous
control laws can fail when used alone due to degeneracies or particular cases.
To overcome these problems we propose a switching control law which avoids
the particular drawbacks of each control. Whenever a degenerate situation is
detected, the system switches to the other controller. The key issue of handling
with the switching strategy is that the controllers have been defined in such
a way that the behaviour of the robot navigation is equivalent for both, and
therefore switchings between controllers do not alter the resultant motion.
Moreover, the switching control loop has been designed by taking into account
that the switches do not generate discontinuities in the robot velocities, and
therefore it performs a smooth motion.

The control loop of the approach presented is shown in the diagram of Fig. 6.
An image in the current position is taken at each loop of the control. The
features extracted from the current image are matched with the features of
the target image. From the set of feature matches the fundamental matrix and
the homography are estimated. Then, the control input νF or νH is computed
from the current and desired parameter values (Table 1) and the control law
gives the velocities that allow to track the desired trajectories of the epipoles
or the homography elements. When the loop finishes the robot is in the target
position and the current and target images are the same. One of the two
individual control laws has to be selected along the time to be active, while
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δ

1-δ

Current image
Extraction

of features

Extraction

of features

Target image

Matching

Fig. 6. Diagram of the switching control loop. The control scheme switches between
the epipolar-based controller and the homography-based controller.

the other is inactive. For this purpose the parameter δ is defined as follows





δ = 1 ⇒ Epipolar-based control active.

δ = 0 ⇒ Homography-based control active.

In order to guarantee smooth switchings between the controllers, the active
controller gives feedback to the other controller to produce continuity in veloc-
ity when switched. Thus, during the control, the output velocities of the active
controller are used to modify the desired trajectories of the input parameters
of the unused control. When the control law is switched, because the model
of the active control law becomes degenerated or ill-conditioned, the switch
is performed without discontinuities in the robot velocities as the velocities
given for both control laws when switching are the same. The modification of
the desired trajectories of the non-active control law is carried out from the
output velocities of the active control law by reversing the non-active control.
For example, suppose the epipolar geometry-based control is active, δ = 1 and
(vF , ωF ) are given to the robot as output of the control law (see Fig. 6). The
output velocities (vF , ωF ) are used to compute through LH the values of the
homography elements that would give the current velocities.

We have defined the switching control scheme and now, it remains to define
the switching strategy for δ. For this purpose, degeneracies or ill-conditioned
situations of each controller have to be detected properly. The issue of model
selection or detecting degenerate situations has been addressed previously in
[31]. This work presents strategies for tackling the problem of degeneracy
for structure and motion recovery by using a statistical model selection test.
In our approach, as we compute the fundamental matrix and a homography
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simultaneously, two possibilities for the control selection have been considered.
In the first we choose the best model in terms of inliers or residuals. Having
a plane detected, the second possibility is by measuring the parallax of the
points that do not fit the homography to detect if the scene is planar and then
the epipoles are ill-conditioned.

6 Stability Analysis

In this section we analyze the stability of the proposed control by means of
the Lyapunov’s Direct Method [28]. Proposition 6.1 studies individually the
stability of each control law. The stability of the switching control scheme
is analyzed in Proposition 6.2 by means of a common Lyapunov function.
Proposition 6.3 shows that the target position is the only equilibrium of the
system. Finally Theorem 6.4 states the asymptotic stability of the system.

Proposition 6.1 Consider the system (1) under the epipolar-based control
or the homography-based control. There are Lyapunov functions VF (x, t) and
VH(x, t) for the system under the epipolar-based control and the homography-
based control, respectively; and the equilibrium x = 0 of the system is locally
asymptotically stable for each of the individual controllers.

Proof We define the candidate Lyapunov function by the squared error norm

V∗(x, t) =
1

2
||e∗||2 , (13)

where ∗ is F or H denoting which controller is used, with the errors eF and
eH defined in Table 1. Next, we study if V̇∗(x, t) is negative definite. Denoting
(ed

cx, e
d
tx)

T or (hd
13, h

d
33)

T as D∗ and k∗ the 2×2 positive gain matrixes as defined
in Table 1, the Lyapunov candidate function derivative is

V̇∗ = eT
∗ ė∗ = eT

∗
(
L∗(v∗, ω∗)T − Ḋ∗

)
= eT

∗
(
L∗L−1

∗ ν∗ − Ḋ∗
)

= eT
∗

(
L∗L−1

∗ (Ḋ∗ − k∗e∗)− Ḋ∗
)

=−k∗eT
∗ L∗L−1

∗ e∗ + eT
∗

(
L∗L−1

∗ − I
)
Ḋ∗ (14)

Thus, if the estimation of L−1
∗ is not too coarse, the global asymptotic stability

of each one of the controllers is ensured [32]. The region of stability is reduced
to local because the workspace is limited by the field of view constraints of
the system. 2

We have defined a switched controller, and its stability is not guaranteed by
the stability of the individual controllers.
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Proposition 6.2 Consider the system (1) under the switching control scheme.
There is a common Lyapunov function V (x, t) for both the epipolar and the
homography-based controllers, defined as

V (x, t) = Vx + Vz + Vφ , (15)

where Vx = 1
2
(x− xd)2, Vz = 1

2
(z − zd)2 and Vφ = 1

2
(φ− φd)2, with (xd,zd,φd)

the desired final state of the system. The equilibrium x = 0 of the system is
locally asymptotically stable under the switching control scheme.

Proof We analyze the common Lyapunov function (15) for both controllers,
and V̇ will be shown negative for all time giving the stability of the switched
system [33]. The derivative V̇ gives

V̇ = V̇x + V̇z + V̇φ

=−(x− xd) v sin φ + (z − zd) v cos φ + (φ− φd) ω . (16)

The function (16) needs to be studied depending on the initial robot position
in each of the four quadrants of the reference system, having the origin in the
target (Fig. 1). The range of the angle ψ for each quadrant is ψ ∈ [0,−π/2)
for the first, ψ ∈ (0, π/2] for the second, ψ ∈ (π/2, π] for the third and
ψ ∈ [−π/2,−π) for the fourth. The analysis of the sign of each term of V̇
reveals that it is negative definite. We next develop in detail the case of the
third quadrant being the analysis of the rest quadrants analogue [34].

We consider the robot in the third quadrant and therefore we have x ≤ 0,
z ≤ 0, π/2 < ψ ≤ π (Fig. 1). There are two different situations for the input
desired trajectories depending on the initial robot position (t ≤ T1 or t > T1).
We consider the case of t > T1, being analogue the procedure for t ≤ T1, and
then φ − ψ ≥ 0 with φ < 0. The sign of the epipoles can be deduced from
Fig. 2(b) as ecx < 0 and etx > 0 (See example with dotted line in Fig. 3). The
sign of the homography elements used in the control can be deduced from (9),





h13 = αx

cos ψ

(
sin φ cos ψ + z sin(φ− ψ)nz

dπ

)

h33 = 1
cos ψ

(
cos φ cos ψ + z cos(φ + ψ)nz

dπ

)

and it yields that h13 < 0 and h33 > 0 (See example with dotted line in Fig. 5).
Taking into account the sign of the previous parameters with Table 1 and the
desired evolution of the input (Sections 3.3 and 4.3) we can deduce νc > 0,
νt < 0, ν13 > 0 and ν33 < 0. We can now study the sign of the velocities
given by the controllers (Table 1) yielding (vF > 0, ωF > 0) and (vH > 0,
ωH > 0). Finally, we can conclude taking into account these results that (16) is
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negative definite in the third quadrant at t > T1. The same procedure repeated
for each quadrant leads to V̇ < 0 in all the workspace, which is limited by the
field of view constraints of the system [34]. Therefore, the system is locally
asymptotically stable under the switching control scheme. 2

In our system the equilibrium state of the system is x = (xd,zd,φd) = 0. In
nonlinear systems there can be one or more equilibrium states and we need to
prove that the target position is the only equilibrium state of the system.

Proposition 6.3 The desired target position x = 0 is the equilibrium state
of the system and then x = (x, z, φ) = 0 ⇔ (v, ω) = (0, 0).

Proof The desired final value for the epipoles to be tracked in the epipolar-
based control is zero. Thus, when this control finish we have from (3) that
(ecx, etx) = (0, 0) ⇔ (x, z, φ) = (0, z, 0). Therefore, the x-coordinate and the
orientation are corrected but not the depth. Then, the equilibrium state is
any point along the z-axis. Nevertheless, at the end of the motion the con-
trol will always switch to the homography-based control in order to avoid
the fundamental matrix degeneracy with short baseline. It is known that
(x, z, φ) = (0, 0, 0) ⇔ H = I. Using the homography-based control law, we
have at the end of motion h13 = 0, h33 = 1 and (v, ω) = (0, 0). From the
tracked trajectories, we have that h13 = 0 implies ψ = 0 and x = 0 (see
Fig. 1). Taking this into account it can be proved that, having h13 = 0 and
h33 = 1, if x = 0 or z = 0 or φ = 0 then H = I. The demonstration is straight-
forward from (9). Therefore, the equilibrium of the system is x = 0. 2

Theorem 6.4 Consider the system (1) to be controlled by the switching con-
trol scheme presented. The target position is the only equilibrium state of the
system and it is locally asymptotically stable.

Proof This result follows directly from the previous propositions. The sta-
bility of each control law, epipolar-based and homography-based, is proved in
Proposition 6.1. Even if each control law is stable, the stability of the global
control scheme needs to be demonstrated. This is analyzed in Proposition 6.2
by using a common Lyapunov function. Finally we have shown in Proposi-
tion 6.3 that there is only one equilibrium of the system and it is the target
location. Thus, the stability analysis shows that the system is locally asymp-
totically stable. 2

7 Experimental Validation

In this section we present the experimental validation of the switching con-
trol scheme. Experiments with simulated data and experiments with a real
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platform are given to show the performance of the approach.

7.1 Simulation Results

The simulated data are a set of points projected into the camera image plane,
where the size of the virtual image is 640 × 480 pixels. The scene consists
of a cloud of 3D points randomly distributed and a set of points belonging
to a plane. Simulations of Fig. 7 show two extreme situations presenting the
evolution of the control input parameters and the resultant path. The initial
position in these simulations is (−2,−10,−20◦) and the target position is
(0, 0, 0◦). In the first case the scene is totally planar and the computed epipoles
become unstable (Fig. 7 (a,b)), while the homography behaves properly as
expected (Fig. 7 (c,d)). Therefore the homography-based control is used during
all the navigation (δ = 0). The other case is when a general scene without a
dominant plane is seen by the camera and then, the homography becomes
useless Fig. 7 (c’,d’) and the epipolar-based control is used (δ = 1). However,
at the end of the motion, the epipoles degenerate because of short baseline
and the homography control becomes useful to switch with (see Fig. 7 (a’,b’)
for approximately t > 80s). This is because, when the baseline is small, the
homography is defined by a rotation, independently of the scene observed.
In general, the scenes found in practice are not so extreme. Thus, it would
be easy to find a more or less good plane despite it is no dominant or, in a
planar scene, it should not be difficult to find objects not belonging to the
plane. Therefore, the task of the switching control strategy is to select the
best model in each moment of the navigation. The velocities computed by the
controllers are shown in Fig. 7 (e,e’).

Next, we present a simulation showing the performance of the control with
several switches. Three simulations of the switching control law are super-
posed in Fig. 8 with different initial positions. These initial positions are
(−8,−20,−10◦), (5,−15, 5◦) and (−2,−10,−20◦) while the target is in all
the cases (0, 0, 0◦). Several arbitrary switches are carried out to show the per-
formance of the system with control switches. This model selection is given by
δ which is shown in Fig. 8 (a). It can be seen that the resultant motion is not
affected by the control switches. The evolution of the control input parameters
of the inactive control has small variations compared with its desired designed
trajectories. These can be easily seen after each switch. This is because the
desired trajectories of the inactive control are adapted for giving the same
output as the active control, guaranteing continuity in the switches. The evo-
lution of the epipoles clearly shows the degeneracy of the epipolar geometry
due to short baseline at the end of the motion.

The simulations of Fig. 9 show the performance of the switching control when
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Fig. 7. (a-f) Simulation of the switching control with a planar scene. (a’-f’) Simula-
tion of the switching control without a dominant plane in the scene.

there is noise in the coordinates of image points. The control law starts with
the epipolar geometry-based control and when it becomes ill-conditioned the
control switches to the homography-based control. From results of Fig. 9, it
can be seen that the method converges properly in spite of image noise. Note
that at the end of the motion the epipoles become totally unstable due to
short baseline and, on the other hand, the homography becomes more robust
against noise as the robot reaches the target position.

The unknown focal length parameter αx of the calibration matrix appears in
the controller. Moreover, we have assumed that the principal point is in the
centre of the image. We show now the performance of the control associated
with the uncertainty in these parameters. In Fig. 10 (a) the value of the focal
length of the homography control law has been fixed to f = 6 mm. Then, its
real value is modified to see the final position error. It can be seen that the
performance of the method is not affected except when the real focal length
tends to zero. The value of x0 used in the homography control is zero, while
its real value is changed (Fig. 10 (b)). It can be seen that higher error in
the estimation of x0 produces higher error in the final lateral and orientation
values. It can also be seen that the errors in x and φ are coupled. However,
we can assume in practice that the estimation error of x0 is small and then, it
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Fig. 9. Simulation of the switching control without noise (thick line) and with image
noise of σ = 1 pixel (thin line). The initial position is (x, z, φ) = (−2,−10,−20◦)
and the target (0, 0, 0◦). In (a), ecx is the negative plot and etx the positive. The
robot path with image noise is shown in (d).

produces small final position errors that can be disregarded. These simulations
are carried out using the homography-based control. The performance of the
epipolar-based control is similar with respect to αx and x0 uncertainty. Results
show that no specific calibration is needed for the convergence of the system.

The distance between the current and target camera ρ is unknown (Table 1),
but it is replaced with a constant parameter without affecting the convergence
of the control system. In fact it behaves as a constant gain of the forward veloc-
ity vF which is compensated by the control law because of the feedback action
of the control loop. To check the correct behaviour of the system against the
fixed value of the unknown ρ, we have tested with values of ρ from centimeters
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Fig. 10. Final position error in (x, z, φ) when varying the camera calibration param-
eters: focal length (a) and principal point coordinates (b).

to dozens of meters for the same initial real distance of 10 meters. The only
difference obtained is a proportional variation in the time needed for complet-
ing the experiment, without affecting the final error. This approach does not
compute the decomposition of the homography, therefore, neither the value of
the normal to the plane (n) nor the distance to it (dπ) are known. We have
considered the constant parameter dπ/nz as a gain of the control. We have
tested the effect of the uncertainty in nz and dπ on the performance of the
control. Simulations have been performed by fixing the real values of nz and
dπ while the values used in the control are modified. The results show that
the convergence of the method is not affected and good final position errors
are obtained. However, the homography-based control fails as expected if the
real plane is too close to the target position (dπ → 0) or if the component nz

of the normal vector is small (nz → 0).

Simulations showing the robot motion together with the evolution of the con-
trol parameters are shown in the video attachment (Video1).

7.2 Real World Experiments

The experimental platform is a Pioneer P3-DX from ActivMedia (Fig. 1(a)).
It has a nonholonomic differential drive base with a rear caster wheel. The
robot is equipped with a Canon VC-C4 pan-tilt-zoom CCD camera mounted
on top. There is a computer onboard with operating system Debian Linux and
the program communicates with the robot and the camera using Player 2 .

The extraction and matching of image points is carried out using SURF fea-
tures. SURF 3 (Speeded Up Robust Features) is an interest point detector
and descriptor which is invariant to scale and rotation [35]. This descriptor is

2 The Player Project creates free software tools for robot and sensor applications.
http://playerstage.sourceforge.net/
3 The SURF library is available online: http://www.vision.ee.ethz.ch/~surf/
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(a) (b) (c)

(d) (e) (f)

Fig. 11. Two examples indoor and outdoor of matches from SURF features (a,d)
between a current (top) and a target image (bottom). Matches left after fundamental
matrix estimation (b,e). Matches left after homography estimation (c,f).

quite similar to the well-known SIFT [36] with respect to repeatability, dis-
tinctiveness, and robustness, however, it can be computed faster. An example
of the matching process is shown in Fig. 11, where the white lines join matched
points. It is assumed that the putative matches obtained from the SURF fea-
tures include mismatches. Thus, the fundamental matrix and the homography
are estimated with RANSAC [37]. The estimation of the homography and the
epipolar geometry is programmed using the OpenCV library 4 . The size of the
images taken by the camera in the experiments is 480 × 240 pixels, a higher
resolution increases too much the computing time and a lower resolution re-
duces the accuracy of the geometric model estimations. In our experiments,
the control loop runs currently at 0.75Hz which is actually slow, but even in
this way the control works successfully.

The results of a real experiment using the switching model-based control law
are given in Fig. 12. The resultant robot path given by the odometry is shown
Fig. 12 (c), and the final error obtained is 4 cm in x and 1 cm in z. As
expected the epipolar geometry degenerates as the robot reaches the target
and the epipoles become unstable (Fig. 12 (a,d), approximately at t > 70s).
The navigation starts using the epipolar-based controller and it is switched

4 The Open Computer Vision Library is a collection of algorithms for computer
vision problems. http://www.intel.com/technology/computing/opencv/
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to the homography-based controller in ts = 70.4s. The criteria for the switch-
ing strategy is to check the evolution of the epipoles, if the epipoles change
suddenly over a threshold they can be considered unstable and the switch to
the homography model is done. The number of matches obtained during the
navigation is shown in Fig. 12 (f), as the robot moves towards the target the
number of matches increases. Last row of Fig. 12 show the initial image, the
target image and the image at the end of the motion. In these experiments we
have imposed the control selection strategy starting with the epipolar-based
control and switching when the epipoles become unstable to the homography
based-control. This is the more common situation because usually the funda-
mental matrix works well far from the target, while the homography is more
robust near the target. It is usual that any of the geometric models can be
used to be active in the switching control law at some point in the naviga-
tion, for example, during (20s < t < 70s) both the epipolar Fig. 12 (a,d) and
the homography-based Fig. 12 (b,e) controllers would work correctly. This
confirms that a simple switching strategy is enough and its selection is not
critical in practice. The video attachment Video2 shows a real experiment
from a external video camera. The robot in the target position, where the
reference image was taken, is overlaid over the video.

8 Conclusion

In this paper we have presented a new visual control approach for mobile
robots with nonholonomic motion constraints. The switching control law de-
signed consists of two different controllers, one is based on the epipolar geome-
try and the other on the homography model. This is an image-based approach
which does not need to compute the robot position, depth or 3D information
of the scene. Each controller is defined by an exact input-output linearization
of the correspondent geometric model and the desired trajectories of the input
are defined by means of sinusoids. The advantage of the control switching is
that degeneracies or ill-conditioned situations of each model are avoided, al-
lowing the robust navigation of the robot to the target position. Experimental
validation shows that the control performs properly with the switches between
the models, resulting in a smooth motion of the robot. Simulations and ex-
periments with a real platform show that the method is robust and can cope
with image noise and uncertainty of the control parameters.
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