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SUMMARY

This paper investigates the convergence of nonholonomic multiagent coordinate-free formation control to a
prescribed target formation subject to communication delays by means of Lyapunov-Krasovskii approaches
and smooth state-feedback control laws. As a result, an iterative algorithm based on Linear Matrix
Inequalities (LMI) is provided to obtain the worst-case point-to-point delay under which the multiagent
system is guaranteed to be stable. It is worth mentioning that: (i) the given algorithm holds for any connected
communication topology, (ii) the formation control is coordinate-free, that is, a common frame is not
required to be shared between agents. The effectiveness of the given method is illustrated through simulation
results. Copyright c© 2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

1.1. Background and motivation

In the context of multi-agent systems, the formation control problem [1] can be roughly defined
as the achievement and maintenance of some prescribed geometrical formation shape in the space.
An extensive number of fields and engineering applications in which the formation control appears
can be mentioned in this respect: autonomous multivehicle control [2], cooperative control [3],
unmanned aerial vehicles formation [4],[5], etc.

Formation control can be basically implemented under two approaches: (i) in terms of absolute
positions [6, 7], and (ii) in terms of relative interagent distances [8] or relative interagent position
vectors [9, 10, 11]. The latter case offers the advantage that there is no need to make the agents
compute and share any global common frame. This coordinate-free implementation increases the
flexibility and autonomy. For instance, the agents can operate in a GPS-denied environment by using
the locally referred information coming from their independent onboard sensors.

On the other hand, a multiagent team constitutes a networked system, in which the agents interact
among them via communications. Therefore, a relevant issue to take into consideration in the
stability analysis of formation control systems is the presence of time delays [12, 13], which mainly
appear due to multi-hop communication between agents. Typical examples can be found in different
related applications: formation of unmanned aerial vehicles [4], synchronization of flying spacecraft
[14], formation of mobile robots through network systems [15], etc.

It is known that the complexity of the dynamics of a multiagent system subject to communication
delays does not lend itself for simple mathematical stability analysis. With the aim to reduce the
complexity of the problem, linear models are usually taken into account to describe the dynamics
of each individual agent: single integrator [16], double-integrator [17] or even high-order models
[18]. Nevertheless, linear models cannot be used to describe the kinematics of unicycle or car-like
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robots, for instance, because of the existence of nonholonomic constraints. Some recent results
involving nonholonomic systems subject to communication delays have been addressed: [19] and
[20] investigate the output feedback control design of nonholonomic systems with chained structure
and high order dynamics, respectively. Other related contributions with formation control can be
found in [21], where a non-coordinate-free formation control strategy of nonholonomic system with
communication delays under feedback linearization is proposed. However, an exhaustive research
on numerical efficient and reliable methods to compute a worst-case for time delays is not carried out
in these latter works. Altough an analytical expression for the worst-case point-to-point delay was
provided in [16] for the coordinate-free formation control under communication delays, the study
is restricted to single-integrator models for the kinematic’s agent and a complete communication
topology. The formation control was further extended to partial communication graphs and systems
with nonholonomic constraints [22], but the problem of communication delays is not considered
there. Motivated by the negative effects of time delays on the stability and performance of such
control systems, we focus on the stability analysis of coordinate-free formation nonholonomic
control systems under communication delays and smooth state-feedback control strategies. It should
be noticed that, in the case of single integrators, the stability analysis problem is easier to deal
with because the resulting system model is linear, and therefore it can be addressed via standard
quadratic Lyapunov approaches. However, the nonlinear dynamics of unicycles, altogether with the
distributed and interconnected structure of the multiagent system and the presence of time delays,
make the stability analysis a complex issue, which to the best author’s knowledge, has not been fully
investigated.

1.2. Contributions

For a suitably designed smooth state-feedback control law subject to communication delays,
we develop a sufficient condition based on Lyapunov-Krasovskii approaches [23] and Linear
Matrix Inequalities (LMI) [24] to ensure the global asymptotic convergence of the nonholonomic
multiagent system to the prescribed target formation subject to communication delays. Based on
the obtained condition, we develop an iterative algorithm to easily obtain the worst-case point-to-
point delay of the multiagent system under which the global stability is ensured. It is worth pointing
out that LMI’s can be easily solved by numerical efficient and reliable algorithms based on convex
optimization approaches (e.g, interior-point [25]), available in standard commercial libraries: LMI
Control Toolbox [26], SEDUMI [27], etc. It is also noteworthy the following aspects:

• Differently to other similar results in formation control with communication delays [16],
where the communication topology is complete, we assume a partial communication topology
with the only requirement to be connected. Therefore, not necessarily all the information
concerning the relative interagent position measurements must be availabe by each agent.

• All the delayed vector position measurements are relative and referred to each agent’s local
frame. This feature allows to reduce the dependence on complex and expensive sensing and
increases the agent’s autonomy since the absolute position or orientation information is not
required. Furthemore, it also brings more flexibility, by permitting operation in GPS-denied
environments.

• It is well known that nonholonomic systems cannot be stabilized by stationary continuous
state-feedback, as pointed out in [28], despite being controllable. As a consequence, the
well-developed smooth nonlinear control theory and methodology cannot be directly used
to such systems. In this work, a smooth control law is given by overcoming the obstruction of
stabilizability contained in Brockett’s theorem [29] using a coordinate transformation to polar
coordinates [30, 31, 32].

1.3. Organization

The remainder of the paper is organized as follows: we start with the problem statement in Section
2.1. Some preliminary notation and results are given in Section 2.2. In Section 3, we describe the
proposed control law under analysis. In Section 4, we present the main results, consisting of the
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stability analysis in terms of the worst-case point-to-point delay by means of Lyapunov-Krasovskii
approaches. Section 5 is devoted to illustrate the effectiveness of the proposed method through
simulation results. Finally, some concluding remarks and perspectives are gathered in Section 6.

2. PROBLEM STATEMENT AND PRELIMINARIES

2.1. Problem statement

Consider a nonholonomic multiagent system formed by N unicycles. The kinematics model of each
agent 1 ≤ i ≤ N , expressed in some arbitrary reference frame, is given below:q̇i,xq̇i,y

φ̇i

 =

cos(φi) 0
sin(φi) 0

0 1

[vi
wi

]
, (1)

where the vector qi = (qi,x, qi,y) contains the x-y coordinates of the ith agent’s position vector, and
φi represents the angular orientation. The agent’s motion is controlled respectively by the linear
velocity vi and the angular velocity wi.

The formation control problem has the objective to design the control laws for vi and wi to force
the multiagent system (1) to converge to a prescribed target formation, defined by the following set
of interagent position vectors:

cji = (cji,x , cji,y), ∀[i, j] ∈ [1, ..., N ]× [1, ..., N ], i 6= j, (2)

where cji is the prescribed relative position vector between two pairs of agents i and j. The following
two parameters play a key role in our analysis:

• (i) The norm of the relative interagent position error ρji:

ρji = ||qji − cji||, (3)

where qji = qj − qi is the current relative position vector between agents j and i, and cji is
the prescribed relative position vector (2).

• (ii) The relative misalignment angular error αkji:

αkji = φk − ψji, (4)

where αkji is here defined as the angular difference between the kth agent’s
orientation φk and the interagent angular error ψji between agent j and i: ψji =
atan2 (qji,y − cji,y, qji,x − cji,x). The function atan2 : R2 → (−π, π] is equivalent to a
four-quadrant arctangent function [33, 34], defined as:

atan2(y, x) =

{
0 (x, y) = (0, 0)

arctg(y/x) + (π/2)sign(y)(1− sign(x)) otherwise,

where sign(a) =

{
1 if a ≥ 0

−1 if a < 0.

The geometrical description of ρji and αkji is depicted in Fig. 1.

Remark 1

Definition 1
The adjacency matrix which describes the communication graph on the multiagent system (1) is
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Figure 1. Geometrical description of the norm of relative interagent error position ρji and the relative angular
misalignment errors αkji , referred to any arbitrary reference frame. In the picture, ρ32 and α221 have been

specifically highlighted.

defined as:

A =

 0 a12 · · · a1N

a21 0 · · · a2N

· · · · · · · · · · · ·
aN1 aN2 · · · 0

 ∈ {0, 1}N×N , (5)

where aij = aji = 1 if the communication link between agent i and j is active, and aij = aji = 0
otherwise.

Definition 2
Given two agents i and j with an active communication link aij = aji = 1, we denote dij = dji > 0
as the time delay induced by the communication link between both agents. The worst-case point-to-
point delay τ is defined as τ = max

i,j/aij=1
(dij).

The objective on this paper is to develop a systematic method to obtain the worst-case point-to-
point delay τ under which the multiagent system (1) is ensured to be globally stable. The proposed
control strategy for our analysis is next given in Section 3.

2.2. Preliminary notation and materials

Let In be the n× n identity matrix, 0n×m be a n×m matrix with all its entries equal to 0, and
1n×m be a n×m matrix with all its entries equal to 1. Given a set of scalars or matrices of
compatible dimensions γij , 1 ≤ i ≤ m, 1 ≤ j ≤ n, we denote [γij ]m,n as the m-by-n block matrix γ11 · · · γ1n

· · · · · · · · ·
γm1 · · · γmn

. Given a vector v = [v1, ..., vn], the shortcut diag(v) denotes the n× n diagonal

matrix, where the diagonal entries are respectively v1, .., vn. Given a set of N matrices: J1, ..., JN ,
the shortcut diag(J1, ..., JN ) denotes a block-diagonal matrix, where the diagonal entries are
respectively J1, ..., JN .

The following lemma will be useful later, in the proof of the main results:

Lemma 1
Given two square matrices A and B, the following equivalence holds:

PT (A⊗B)P = B ⊗A (6)

where P is some regular permutation matrix, and the symbol ⊗ stands for the Kronecker product.
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3. CONTROL LAW DEFINITION

For our stability analysis, we propose the following control law for each agent 1 ≤ i ≤ N †:

vi = K1

∑
j

ajiρ
dji
ji cos(α

dji
iji ) (7)

wi = −
∑
j

ãji

(
K2sin(α

dji
iji ) +

v
dji
i sin(α

dji
iji )

ρ
dji
ji

+
v
dji
j sin(α

dji
jij )

ρ
dji
ji

)
,

where ρdjiji is the delayed norm of the relative interagent position error (3), αdjiiji , α
dji
jij are the delayed

relative misalignment angular errors (4), and vdjii , v
dji
j are the delayed linear velocities. Given two

agents i, j, these parameters are assumed to be measurable (provided that aij = aji = 1) and subject
to time delays dji given in Definition 2. In addition, K1,K2 are the control gains, aji are the
coefficients of the adjacency matrix (5), and ãji are the coefficients of the following matrix:

Ã =

 0 ã12 · · · ã1N

ã21 0 · · · ã2N

· · · · · · · · · · · ·
ãN1 ãN2 · · · 0

 ∈ {0, 1}N×N , (8)

whose values are defined as:

ãij =

1 if j = min p
1≤p≤N

/ aip = 1

0 otherwise.
(9)

Note from (9) the following properties:

(i) :
∑
j

ãij = 1,∀i = 1, ..., N, (ii) : ãij = 1 =⇒ aij = 1, ∀i, j. (10)

From the condition (i), it can be deduced that all the elements of each row of Ã are equal to 0
except for only one of them, which is equal to 1. It means that, from all the available measurements
corresponding to the set of neighbor agents j = 1, ..., N / aij = aji = 1, only one of them is used
to implement wi, whose index j corresponds to the unique coefficient ãij = 1 for each row i. The
condition (ii) imposes that the communication link between agent i and j must be active, such that
the agent i can receive the corresponding measurements from agent j.

The following assumptions are thereafter considered:

Assumption 1
The communication topology of the multiagent system is undirected and connected. It implies that
all the agents keep at least one active link. In other words, the communication graph always contains
a spanning tree.

Assumption 2
The angular velocities d

dtαkji and wi, ∀i, j, k ∈ [1, ..., N ]× [1, ..., N ]× [1, ..., N ] cannot exceed a
limit given by σ:

∣∣ d
dtαkji

∣∣ ≤ σ, |wi| ≤ σ, where σ is a positive scalar whose value is determined
by power limitation on the actuators. Indeed, in real systems, no actuator could provide an infinity
control force.

Remark 2
Note that the relative measurements ρdjiji , αdjiiji , αdjijij in (7) are independent of the arbitrary reference
frame used to express (1). This fact can be illustrated as follows:

†Numerical problems from possible division by zero in the control law implementation for wi in (7) can be circumvented
by applying an upper bounding such that |wi| ≤ σ (see Assumption 2).
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Consider two agents i and j, and their respective position vectors: qi, qj . Also, consider the kth

agent’s orientation φk, the interagent angular error ψji, and the desired interagent position vector cji,
all of them referred to some arbitrary coordinate reference frame. Now, given some arbitrary angle
ϑ and vector qt, consider a new coordinate reference frame subject to a rotation ϑ and translation qt
with respect to the original reference frame. It is easy to see that all the above magnitudes can be
expressed in the rotated reference frame as:

q∗i = R(ϑ)qi − qt, q∗j = R(ϑ)qj − qt, c∗ji = R(ϑ)cji − qt, (11)

φ∗k = φk + ϑ, ψ∗ji = ψji + ϑ,

where R(ϑ) is the rotation matrix:

R(ϑ) =

[
cos(ϑ) −sin(ϑ)
sin(ϑ) cos(ϑ)

]
. (12)

It is easy to see that:

ρ∗ji = ||q∗ji − c∗ji|| = ||R(ϑ)qji − qt −R(ϑ)cji + qt|| = ||R(ϑ)||||qji − cji|| = ρji, (13)

α∗kji = φ∗k − ψ∗ji = ψk + ϑ− ψji − ϑ = αkji.

From (13), it can be seen that the overall formation control system is coordinate-free, that is, no
global reference frame is required to implement the proposed formation control strategy.

Remark 3
One positive aspect of delays is that the problem of dead-loop phenomenon in the control law (7) is
circumvented [35, 36]. Given two agents i and j, the dead-loop comes from the fact that the agent i
needs vj to compute wi, and the agent j needs vi to compute wj . Nevertheless, this is not a problem
since the delayed linear velocities vdjii , v

dji
j are used in (7).

The following results will be useful to obtain a state-space model of the overall multiagent system
expressed in terms of the relative errors above defined ρji and αkji:

Lemma 2
The time-derivative of ρji can be expressed as:

ρ̇ji = −cos(αjij)vj − cos(αiji)vi (14)

Proof
See Appendix 7.1

Lemma 3
The time-derivative of αkji yields:

α̇kji = ωk +
1

ρji
sin(αjij)vj +

1

ρji
sin(αiji)vi (15)

Proof
See Appendix 7.2

4. STABILITY ANALYSIS FOR MULTIPLE AGENTS WITH COMMUNICATION DELAYS:

The goal is to obtain the worst-case point-to-point delay τ (see Definition 2), such that the global
asymptotic stability of the overall system (1) is guaranteed. The most unfavorable case is considered
in our analysis by setting dij = τ, ∀i, j. Before proceeding, we introduce the following results:
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Theorem 1
For a given worst-case point-to-point delay τ , the system (1) is globally stable with the control law
(7) if there exist scalars λ, µ, ε1, ε2 > 0 such that the following LMI is fulfilled ‡:Ξ1 Ξ2 ΞT3 Ξ4

(∗) Ξ4 0
(∗) (∗) Ξ4

 < 0 (16)

where

Ξ1 =

−λI2 Γ̃1 + λI2 02

(∗) −λI2 02

(∗) (∗) −λτ2I2

 ,Ξ2 =

 G1 02×1 02

02×1 02×1 02

02×1 G2 G3

 , (17)

Ξ3 =

01×2 H1 01×2

H2 01×2 01×2

02 H3 02

 ,Ξ4 =

−1 0 01×2

(∗) −ε1 01×2

(∗) (∗) −ε2I2

 ,
Γ̃1 =

[
− 1

4K1 0
0 − 1

2µK2

]
,

G1 =
1

4
µδ1
√
τ

[
0
1

]
, G2 = δ2λτ

[
1
0

]
, G3 = −1

2
K1δ3λτ · I2,

H1 =
√
τ
[
1 0

]
, H2 = τ

[
1 0

]
, H3 = τ

[
1 0

0 2K2

K1

]
,

δ1 = σN, δ2 = σN, δ3 = 2N.

Proof
See Appendix 7.3.

Corollary 1
For a sufficiently small delay τ > 0 and any positive control gains K1 and K2, the LMI (16) always
holds.

Proof
Taking into account that Ξ4 < 0 (see (17)), we apply Schur Complement in the inequality (16)
obtaining the equivalent condition:

Ξ1 + Ξ2Ξ−1
4 ΞT2 + ΞT3 Ξ4Ξ3 < 0. (18)

The above inequality can be rewritten as:

Ξ1 + τΩ < 0 (19)

where

Ω = Ξ̃2Ξ−1
4 Ξ̃T2 + Ξ̃T3 Ξ4Ξ̃3, (20)

Ξ̃2 =

 G̃1 02×1 02

02×1 02×1 02

02×1 G̃2 G̃3

 , Ξ̃3 =

01×2 H̃1 01×2

H̃2 01×2 01×2

02 H̃3 02

 ,
G̃1 =

1

4
µδ1

[
0
1

]
, G̃2 = δ2λ

√
τ

[
1
0

]
, G̃3 = −1

2
K1δ3λ

√
τ · I2,

H̃1 =
[
1 0

]
, H̃2 =

√
τ
[
1 0

]
, H̃3 =

√
τ

[
1 0

0 2K2

K1

]

‡The symbol (*) denotes the corresponding term induced by symmetry.
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If τ is sufficiently small and Ξ1 < 0, then the inequality (19) holds, as long as the term τΩ vanishes.
On the other hand, from the definition of Ξ1 in (17), note that the third row and column can be
removed from the inequality Ξ1 < 0 due to the fact that λ > 0, leading to:[

−λI2 Γ̃1 + λI2
(∗) −λI2

]
< 0 (21)

Applying Schur Complement, (21) is equivalent to:

−λI2 +
(
Γ̃1 + λI2

)
(λI2)

−1 (
Γ̃1 + λI2

)T
< 0 (22)

Expanding terms we have:

−λI2 + Γ̃1 (λI2)
−1

Γ̃T1 + Γ̃1 + Γ̃T1 + λI2 < 0 (23)

which can be simplified as:

λ−1Γ̃1Γ̃T1 + Γ̃1 + Γ̃T1 < 0 (24)

Choosing a sufficiently large value for λ and taking into account the definition of Γ̃1 in (17), we
have that (24) holds if:

diag

(
−1

2
K1, −µK2

)
< 0 (25)

Finally, note that (25) always holds for any positive K1,K2 since µ > 0. Therefore, the fulfilment
of (25) implies (16) when τ is small enough.

Given a multiagent system, note that Theorem 1 requires a prior knowledge of τ to check its
stability. From the basis that there exists a small enough value for τ such that the LMI (16) holds
(Corollary 1), we propose the following algorithm to easily obtain the worst-case point-to-point
delay τ with a pre-specified tolerance error ετ :

Algorithm 1

• (i) Set k = 0 and some ∆τ > 0. Choose τ (0) sufficiently small such that the LMI (16) is
verified.

• (ii) Set τ (k+1) = τ (k) + ∆τ , k := k + 1, and solve LMI’s (16).
• (iii) If a feasible solution exists, go to step (ii). Otherwise, set ∆τ = 1

2∆τ and go to step (iv).
• (iv) If ∆τ ≤ ετ stop. Otherwise go to step (ii).

Remark 4
It is worth pointing out that one of the key advantages is that our algorithm can effectively be
applied to large-scale systems, that is, the complexity of the proposed algorithm (number of involved
decision variables and size of LMI (16)) is independent on the number of agents N . However, the
price to pay is the conservatism on the estimation of τ . In other words, the obtained estimation for
τ is expected to be conservative with respect to the actual worst-case point-to-point delay when N
increases, as shown later through simulation results.

5. SIMULATION RESULTS

In this section, simulation results are given to show how the performance of the multiagent formation
control system is affected by communication delays. For simplicity, the upper bound for each dji
is chosen to be equal to the worst-case point-to-point delay: dji = τ, ∀j, i. The maximum angular
velocities are assumed to be bounded by σ = 2π rad/s. For the time simulations, the initial positions
for all the agents are randomly established. The total relative formation index error ec (%) is defined
as ec(t) = 100

(
V (t)
V (0)

)
, where V (t) is the Lyapunov-Krasovskii functional candidate defined in (42).

On the sequel, the parameter ec will be used as a performance index of the speed of convergence.
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Figure 2. Prescribed target formation (continous-line) and the three communication graphs (dashed-line),
considered in Simulation 1. (from left to right: star-shaped (SS) graph, chain-shaped (CS) graph and

generic-shaped (GS) graph).

5.1. Simulation 1

Consider a multiagent system formed by N = 5 unicycle agents and the control gains K1 = 0.1,
K2 = 0.25. Algorithm 1 gives a worst-case point-to-point delay τ = 26ms finding a feasible
solution for the inequality (16) with λ = 0.0300, µ = 0.0781, ε1 = 32.5453, and ε2 = 0.4749.

Simulation results: In this case, a pentagonal formation of radius 6m and the following three
communication graphs (see Fig. 2) are considered. The corresponding adjacency matrix, defined in
(5), and the matrix Ã defined in (8), are respectively depicted below (from left to right: star-shaped
(SS) graph, chain-shaped (CS) graph and generic-shaped (GS) graph:

A(SS) =


0 1 1 1 1
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0

 ,A(CS) =


0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 0 0 1 0

 ,A(GS) =


0 1 0 0 0
1 0 1 1 0
0 1 0 0 0
0 1 0 0 1
0 0 0 1 0



Ã(SS) =


0 1 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0

 , Ã(CS) =


0 1 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

 , Ã(GS) =


0 1 0 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
0 0 0 1 0


The trajectories followed by each agent, linear velocities, angular velocities, and total formation

index error are depicted in Fig. 3-6 respectively for τ = 0s, 1.25s and 2.5s. A time window of
100s have been established. In all the cases, it can be appreciated how the multiagent formation
control system converges to the prescribed frame, even for delays much larger than the upper value
for the worst-case point-to-point delay τ = 26ms obtained by Algorithm 1. This fact confirms the
conservativeness of the estimation, as discussed in Remark 4. In particular, it can be seen that the
angular velocity does not converge to zero when τ = 2.5s and the communication graph is star-
shaped (see Fig. 5, upper-right corner). It means that, although the correct formation is achieved,
the agents keep rotating in place (the problem of tracking the orientation φi has been left out of
the scope of this paper, being matter of future research). It is also noteworthy that, although the
formation is still achieved in this case, the multiagent system is near from the limit to be unstable
(indeed, slightly greater values than 2.5s for τ leads the system to instability). In general, the
overall system performance is degraded when the delay grows. It is reflected on the presence of
abrupt modifications on the trajectories, forcing the presence of peaks on the angular velocity. This
behaviour is more evident when the system is close to the limit of instability (see Fig. 5, upper-right
corner).

5.2. Simulation 2

Consider a multiagent system formed by N = 12 unicycle agents and the control gains K1 = 1.5,
K2 = 2. Algorithm 1 gives a worst-case point-to-point delay τ = 10ms. A feasible solution for the
inequality (16) exists with λ = 0.3881, µ = 0.2713, ε1 = 3679.6, and ε2 = 369.2501.
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Figure 3. Simulation 1: Trajectories followed by each agent for different delays : Left column, τ = 0s,
Middle column, τ = 1.25s, Right column, τ = 2.5s. Upper row, star-shaped (SS) graph, Middle row, chain-

shaped (CS) graph and Lower row generic-shaped (GS) graph.

Simulation results: In this case, we define a 4× 3 rectangular grid formation with inter-agent
distance of 6m. The communication graph (dotted-line) and the prescribed target formation to be
reached (continous-line) are depicted in Fig. 7. The trajectories followed by each agent and the total
formation index error are depicted in Fig. 8 (upper and lower row, respectively), with τ = 0ms,
τ = 85ms and τ = 170ms respectively. The delay of 170ms has been intentionally chosen to be
on the limit of stability. In this case, simulation results reveal a drastic deterioration on the agent’s
trajectories, despite the target formation is achieved (see Fig.8, upper-right corner). Once again, the
conservativeness of the estimation is shown by comparing the theoretical value τ = 10ms obtained
from Algorithm 1 and the actual limit of 170ms, obtained by simulation.

5.3. Simulation 3

In this example, we compare the worst-case point-to-point delay τ computed by algorithm 1 with the
actual τ obtained by performing several simulations for different number of agents N (see Fig. 9).
The worst-case point-to-point delay τ computed by algorithm 1 is the theoretical bound under which
the system is guaranteed to be stable for any graph, target formation and initial condition. The actual
τ (depicted with the symbol “*” in Fig. 9) is the maximum delay for stability obtained by performing
a large number of simulations. For each simulation, the initial positions, the target formation and
the connected graph are randomly generated. Then, we repeat each simulation by increasing τ from
0s until the limit value, in which the formation index error ec is greater than 1%, after a sufficiently
large time window of 400s. In all cases, the control gains are set to K1 = 3 and K2 = 5.5. It can
be appreciated how both the theoretical bound for τ and the actual one diminish when the number
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Figure 4. Simulation 1: Linear velocities vi of each agent for different delays : Left column, τ = 0s, Middle
column, τ = 1.25s, Right column, τ = 2.5s. Upper row, star-shaped (SS) graph, Middle row, chain-shaped

(CS) graph and Lower row generic-shaped (GS) graph.

of agents N increments. Note that, in all cases, the actual limit for τ is always greater than the
theoretical bound for τ . This fact confirms the effectiveness of the proposed method. One possible
future line of research is to investigate how to reduce the gap between the theoretical and actual
bounds for τ , by including additional information (for instance, related with the communication
graph through the adjacency matrix A, or the prescribed target formation) by keeping a reasonable
trade-off between accuracy and complexity on the algorithms.

6. DISCUSSION AND CONCLUSION

We have presented a sufficient condition based on LMI to ensure the asymptotic convergence
of coordinate-free nonholonomic multiagent formation control systems subject to communication
delays, given an upper bound for the worst-case point-to-point delay. Moreover, we have developed
an algorithm to obtain the worst-case point-to-point delay. Although the estimation may be quite
conservative in some cases, it is noteworthy that the complexity of the given method (size and
number of decision variables on the LMI’s to be solved) does not depend on the number of agents
N . Therefore, it can effectively be applied to large-scale systems. In addition, the communication
graph is only required to be connected. One appealing extension of this work is to extend the analysis
to time-varying delays or switching topologies.
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Figure 5. Simulation 1: Angular velocities wi of each agent for different delays : Left column, τ = 0s,
Middle column, τ = 1.25s, Right column, τ = 2.5s. Upper row, star-shaped (SS) graph, Middle row, chain-

shaped (CS) graph and Lower row generic-shaped (GS) graph.
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7. APPENDIX

7.1. Proof of Lemma 2

From the definition of ρji in (3), we have that:

ρ̇ji =
(qj,x − qi,x − cji,x)(q̇j,x − q̇i,x) + (qj,y − qi,y − cji,y)(q̇j,y − q̇i,y)√

((qj,x − qi,x)− cji,x)2 + ((qj,y − qi,y)− cji,y)2
. (26)

From (1) and the definition of the angle ψji below (4) we have:

ρ̇ji = cos(ψji) (vjcos(φj)− vicos(φi)) + sin(ψji) (vjsin(φj)− visin(φi)) . (27)

Rearranging terms in vj and vi, the above expression yields:

ρ̇ji = (cos(ψji)cos(φj) + sin(ψji)sin(φj)) vj (28)
− (cos(ψji)cos(φi) + sin(ψji)sin(φi)) vi.

From cos(a+ b) = cos(a)cos(b)− sin(a)sin(b), the expression (28) can be simplified as:

ρ̇ji = cos(αjji)vj − cos(αiji)vi. (29)

Taking into account that ψji = ψij + π we have that cos(αjji) = −cos(αjij). Then, the above
expression is equivalent to (14). The proof is completed.

7.2. Proof of Lemma 3

Note from the definition of αkji in (4) that:

α̇kji = φ̇k − ψ̇ji = ωk − ψ̇ji. (30)

The time derivative of ψji is:

ψ̇ji =
(q̇j,y − q̇i,y)(qj,x − qi,x − cji,x)− (qj,y − qi,y − cji,y)(q̇j,x − q̇i,x)

(qj,x − qi,x − cji,x)2 + (qj,y − qi,y − cji,y)2
. (31)

The above expression can be rewritten as:

ψ̇ji =
1

ρji
(cos(ψji) (vjsin(φj)− visin(φi))− sin(ψji) (vjcos(φj)− vicos(φi))) . (32)
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Rearranging terms in vj and vi, the above expression yields:

ψ̇ji =
1

ρji
(cos(ψji)sin(φj)− sin(ψji)cos(φj)) vj (33)

− (cos(ψji)sin(φi)− sin(ψji)cos(φi)) vi.

Applying the identity: sin(a− b) = sin(a)cos(b)− sin(b)cos(a), the above expression can be
written in compact form as:

ψ̇ji =
1

ρji
sin(αjji)vj −

1

ρji
sin(αiji)vi. (34)

From the fact that αiji = αjij + π we have that sin(αjji) = −sin(αjij). Therefore (34) is
equivalent to:

ψ̇ji = − 1

ρji
sin(αjij)vj −

1

ρji
sin(αiji)vi. (35)

Finally, replacing ψ̇ji into (30) we obtain (15). The proof is completed.

7.3. Proof of Theorem 1

First, let us define the augmented vectors containing all the relative distance errors and the angular
misalignment errors (ρji and αiji respectively), where [i, j] ∈ [1, ..., N ]× [1, ..., N ], i 6= j:

ρ̄ =
[
ρ21 ρ31 · · · ρN1 ρ12 ρ32 · · · ρN,N−1

]T
, (36)

ᾱ =
[
α121 α131 · · · α1N1 α212 α232 · · · αN−1,N,N−1

]T
.

Applying lemmas 2 and 3, an augmented state-space model for the kinematics of the overall
formation control system (1) can be written as:

d

dt

[
ρ̄
ᾱ

]
=

[
−C 0
R̄S L̄T

] [
v̄
w̄

]
, (37)

where ρ̄ and ᾱ are defined in (36), and

C = F̄ · diag (fc(ᾱ)) L̄T , R̄ = diag (fi (ρ̄)) (38)

S = F̄ · diag (fs(ᾱ)) L̄T , L̄ = IN ⊗ 11×N−1︸ ︷︷ ︸
{0,1}N×N(N−1)

,

F̄ = F̄T = [Fij ]N,N , Fij =


IN−1 if i = j[
f

(i,j)
mn

]
N−1,N−1

if j > i

FTji if j < i

f (i,j)
mn =

{
f

(i,j)
mn = 1 if m = j − 1 and n = i

f
(i,j)
mn = 0 otherwise

,

v̄T =
[
v1 v2 · · · vN

]
, w̄T =

[
w1 w2 · · · wN

]
,

being fc(.), fs(.) and fi(.) the following operators RN̄ → RN̄ :

fc(ς) =
[
cos(ς1) · · · cos(ςN̄ )

]
, (39)

fs(ς) =
[
sin(ς1) · · · sin(ςN̄ )

]
,

fi(ς) =
[ 1
ς1
· · · 1

ςN̄

]
,
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where N̄ = N(N − 1) and ς = [ς1, ..., ςN̄ ] is any input argument. Also, let introduce the auxiliary
terms:

ξ1 = CT Āρ̄, ξ2 = fs

(
L̄ ˜̄Aᾱ

)
(40)

From the above notation, the control law (7) can be written in compact form as:

v̄ =
1

2
K1

(
CdT Āρ̄d

)︸ ︷︷ ︸
ξd1

(41)

w̄ = −K2 fs

(
L̄ ˜̄Aᾱd

)
︸ ︷︷ ︸

ξd2

−L̄ ˜̄AR̄dSdv̄d,

where the superindex d denotes that all the involved time-dependent terms are affected by time-
delays: ρ̄d =

[
ρ21(t− d21) · · · ρij(t− dij) · · · ρN−1,N (t− dN−1,N )

]T
, etc.

Therefore, it can be proved the asymptotic convergence of the multiagent system (1) under the
control law (7) through the augmented system formed by (37) and (41). To this end, given some
scalars λ, µ > 0, consider the following nonquadratic Lyapunov-Krasovskii functional:

V = Va + µVb + λτ

∫ 0

−τ

∫ t

t+s

ξ̇T (s)ξ̇(s)dsdt, (42)

ξT =
[
ξT1 , ξT2

]
,

where τ > 0 is the worst-case point-to-point delay, ξ1 and ξ2 are defined in (40), and

Va =
1

2

N∑
i=1

N∑
j=1

aijρ
2
ij , Vb =

N∑
i=1

N∑
j=1

ãij (1− cos(αiji)) (43)

Note from (43) that Va > 0,∀ρij 6= 0 / aij = 1, where aij are the coefficients of the adjacency
matrix corresponding to the indices i and j. Also, note that Vb ≥ 0, ∀αiji. Therefore, taking into
account that λ > 0 and µ > 0, it can be deduced that the functional V in (42) is positive definite.

Using the notation (38), and taking into account from (10) that
∑N

i=1

∑N
j=1 ãij = N , the

functionals Va and Vb can be written in compact form as:

Va =
1

2
ρ̄T Āρ̄, Vb = N − 11×N · fc

(
L̄ ˜̄Aᾱ

)
, (44)

where

Ā = diag
[
a21 a31 · · · aN1 a12 a32 · · · aN,N−1

]
, (45)

˜̄A = diag
[
ã21 ã31 · · · ãN1 ã12 ã32 · · · ãN,N−1

]
.

The inequality constraint obtained from the criterion V̇ < 0 is a sufficient condition for the
asymptotic stability of the formation control system.

Note from (37) that:

d

dt
ρ̄ = −Cv̄, d

dt
ᾱ = L̄T w̄ + R̄S v̄. (46)

From the above expressions, and taking into account that L̄ ˜̄AL̄T = IN , the time-derivative V̇
renders:
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V̇ = V̇a + µV̇b + λτ
d

dt

(∫ 0

−τ

∫ t

t+s

ξ̇T (s)ξ̇(s)dsdt

)
(47)

= −ρ̄T ĀCv̄ + µ
(
fs

(
L̄ ˜̄Aᾱ

))T
·
(
L̄ ˜̄A

(
L̄T w̄ + R̄S v̄

))
+ λτ2ξ̇T ξ̇ − λτ

∫ t

t−τ
ξ̇T (s)ξ̇(s)ds

= −ρ̄T ĀCv̄ + µ
(
fs

(
L̄ ˜̄Aᾱ

))T
·
(
w̄ + L̄ ˜̄AR̄S v̄

)
+ λτ2ξ̇T ξ̇ − λτ

∫ t

t−τ
ξ̇T (s)ξ̇(s)ds.

From v̄ and w̄ in (41), the definition of ξ1, ξ2 in (40), and V̇ in (47), the condition V̇ < 0 leads to
the following inequality:

− K1

2
ξT1 ξ

d
1 − µK2ξ

T
2 ξ

d
2 (48)

+ µ
K1

2
ξT2

(
L̄ ˜̄AR̄dSd − L̄ ˜̄AR̄S

)
︸ ︷︷ ︸

Ψ1

ξd1

+ λτ2ξ̇T ξ̇ − λτ
∫ t

t−τ
ξ̇T (s)ξ̇(s)ds < 0.

The above expression can be written in compact form as:[
ξ
ξd

]T [
0N Γ1

ΓT1 0N

] [
ξ
ξd

]
(49)

+ λτ2ξ̇T ξ̇ − λτ
∫ t

t−τ
ξ̇T (s)ξ̇(s)ds < 0,

where

Γ1 =

[
− 1

4K1 · IN 0N
1
4µΨ1 − 1

2µK2 · IN

]
, Ψ1 = L̄ ˜̄AR̄dSd − L̄ ˜̄AR̄S. (50)

To deal with the integral term in (49), by applying the Jensen Inequality we have that:

− λτ
∫ t

t−τ
ξ̇(s)ξ̇(s)ds ≤ −λ

(∫ t

t−τ
ξ̇(s)

)T (∫ t

t−τ
ξ̇(s)

)
(51)

= −λ(ξ − ξd)(ξ − ξd) =

[
ξ
ξd

]T [−λIN λIN
λIN −λIN

] [
ξ
ξd

]
.

On the other hand, the time derivative ξ̇ yields:

ξ̇ =
[
d
dtξ

T
1

d
dtξ

T
2

]T
, (52)

where

d

dt
ξ1 =

d

dt

(
CT Āρ̄

)
=

d

dt

(
CT
)
Āρ̄+ CT Ā

(
d

dt
ρ̄

)
(53)

= L̄diag (fs(ᾱ)) · diag
(
d

dt
ᾱ

)
F̄T Āρ̄+ CT Ā

(
d

dt
ρ̄

)
d

dt
ξ2 = diag

(
fc

(
L̄ ˜̄Aᾱ

))
· L̄ ˜̄A

(
d

dt
ᾱ

)
.
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Replacing v̄, w̄ defined in (41) into (46) we obtain:
d

dt
ρ̄ = −K1

2
Cξd1 ,

d

dt
ᾱ = −K2L̄T ξd2 −

K1

2

(
L̄T L̄ ˜̄AR̄dSd − R̄S

)
ξd1 . (54)

Replacing d
dt ρ̄ and d

dt ᾱ from (54) into (53), and taking into account again that L̄ ˜̄AL̄T = IN , we
obtain:

d

dt
ξ1 = Ψ2ξ1 −

K1

2
CT ĀCξd1 (55)

d

dt
ξ2 = −K2diag

(
fc

(
L̄ ˜̄Aᾱ

))
ξd2

− K1

2
diag

(
fc

(
L̄ ˜̄Aᾱ

))(
L̄ ˜̄AR̄dSd − L̄ ˜̄AR̄S

)
︸ ︷︷ ︸

Ψ1

ξd1 .

Therefore, the above expression can be written in matricial form as:

ξ̇ = Γ2ξ + Γ3ξ
d, (56)

where

Γ2 =

[
Ψ2 0N
0N 0N

]
, (57)

Γ3 =

[
−K1

2 C
T ĀC 0N

−K1

2 diag
(
fc

(
L̄ ˜̄Aᾱ

))
Ψ1 −K2diag

(
fc

(
L̄ ˜̄Aᾱ

))]
,

and Ψ2 is a time-varying matrix which satisfies:

Ψ2CT = L̄diag (fs(ᾱ)) · diag
(
d

dt
ᾱ

)
F̄T . (58)

Replacing from (51) and (56) into (48) and rearranging terms, we obtain the following inequality:

V̇ ≤
[
ξ
ξd

]T ([−λI2N Γ1 + λI2N
(∗) −λI2N

]
+

[
ΓT2
ΓT3

] (
λτ2 · IN

) [
Γ2 Γ3

])[ ξ
ξd

]
< 0, (59)

which is fulfilled ∀ξ, ξd 6= 0 if[
−λI2N Γ1 + λI2N

(∗) −λI2N

]
+

[
ΓT2
ΓT3

] (
λτ2 · IN

) [
Γ2 Γ3

]
< 0. (60)

From the fact that λτ2 > 0, we apply Schur Complement obtaining that (60) is equivalent to:−λI2N Γ1 + λI2N λτ2ΓT2
(∗) −λI2N λτ2ΓT3
(∗) (∗) −λτ2I2N

 < 0. (61)

Now, let us write the terms Γ1,λτ2Γ2 and λτ2Γ3 on the following form:

Γ1 =
(
Γ̃1 ⊗ IN

)
+ (G1 ⊗ IN )

(
1

δ1τ
Ψ1

)
︸ ︷︷ ︸

∆1(t)

(H1 ⊗ IN ) , (62)

λτ2Γ2 = (G2 ⊗ IN )

(
1

δ2
Ψ2

)
︸ ︷︷ ︸

∆2(t)

(H2 ⊗ IN ) ,

λτ2Γ3 = (G3 ⊗ IN ) (δ3Ψ3)︸ ︷︷ ︸
∆3(t)

(H3 ⊗ IN ) ,

Ψ3 =

[
CT ĀC diag(fc(ᾱ))Ψ1

0N diag(fc(ᾱ))

]
,
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where the matrices ∆i(t), i = 1, 2, 3 are time-varying matrices which satisfy ∆T
i (t)∆i(t) ≤ I, ∀t,

taking into account, from the boundedness of the coefficients of matrices Ψ1, Ψ2, Ψ3 in (50), (58)
and (62), and Assumption 3, that ||(1/τ)Ψ̃1||∞ ≤ δ1, ||Ψ2||∞ ≤ δ2, ||Ψ3||∞ ≤ δ3. From (62) we
can rewrite (61) as:

Ξ∗1 + Ξ∗2∆̄(t)Ξ∗3 + Ξ∗T3 ∆̄T (t)Ξ∗T2 < 0, (63)
Ξ∗i = Ξi ⊗ IN , i = 1, 2, 3 ,

where ∆̄(t) = diag (∆1(t),∆2(t),∆3(t)). Note from the block-diagonal structure of Ξ4 and ∆̄(t)
that both matrices commute. Therefore, applying the Petersen Inequality in (63), we have that there
exists some matrix Ξ∗4 = Ξ4 ⊗ IN < 0 (which satisfies Ξ4∆̄(t) = ∆̄(t)Ξ4, ∀t ≥ 0) such that:

Ξ∗1 + Ξ∗2∆̄(t)Ξ∗3 + Ξ∗T3 ∆̄T (t)Ξ∗T2 ≤ Ξ∗1 − Ξ∗2Ξ−∗14 Ξ∗T2 − Ξ∗T3 Ξ∗4Ξ∗3 < 0. (64)

Finally, taking into account that−Ξ∗4 > 0, we can apply Schur Complement obtaining the inequality:Ξ1 Ξ2 ΞT3 Ξ4

(∗) Ξ4 0
(∗) (∗) Ξ4

⊗ IN < 0. (65)

Applying Lemma 1, we have by congruence that the above inequality is equivalent to:

PT
IN ⊗

Ξ1 Ξ2 ΞT3 Ξ4

(∗) Ξ4 0
(∗) (∗) Ξ4

P < 0, (66)

where P is a permutation matrix. Finally, it can be easily checked that the above inequality holds if
(16) holds.
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