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Scale-free vision-based aerial control of a ground formation
with hybrid topology

Miguel Aranda, Youcef Mezouar, Gonzalo Lépez-Nicolas and Carlos Sagiés

Abstract—We present a novel vision-based control method to flexibility and robustness. To this end, the use of vision sensors
make a group of ground mobile robots achieve a specified for- is quite appealing. Cameras naturally lend themselves to angle-
mation shape with unspecified size. Our approach uses multiple paseq control, and enable various multirobot behaviors, e.g.,

aerial control units equipped with downward-facing cameras, . . . . . .
each observing a partial subset of the multirobot team. The units coordinated motion [16] and orientation alignment [17]. Aerial

compute the control commands from the ground robots’ image Vision has been identified as particularly interesting for control
projections, using neither calibration nor scene scale information, and environment perception tasks in robotics [18]-[25], due to

and transmit them to the robots. The control strategy relies cameras being low-weight sensors that provide very rich data.
on the calculation of image similarity transformations, and we Properties of the aerial vision-based framework:We build

show it to be asymptotically stable if the overlaps between h trol f K of df fi ith .
the subsets of controlled robots satisfy certain conditions. The €€ 0N & CONtrol framework of ground formations with Speci-

presence of the supervisory units, which coordinate their motions fied size that we presented in [21], [23]. Our method is based
to guarantee a correct control performance, gives rise to a hybrid on a two-layer architecture where a set of downward-facing
system topology. All in all, the proposed system provides relevant cameras onboard Unmanned Aerial Vehicles (UAVs) are used
practical advantages in simplicity and flexibility. Within the = 4 gpserve and control the ground robots. The system setup
problem of controlling a team shape, our contribution lies in L . . . .
addressing several simultaneous challenges: the controller needs_prOp(_)Sed is illustrated in Fig. 1. The_ aer'a_l _un'ts detect a_md
only partial information of the robotic group, does not use identify the robots, and measure their position and heading,
distance measurements or global reference frames, is designedusing image information. They compute a similarity from
for unicycle agents, and can accommodate topology changes. Wetheir current image and a template image (which encodes
present illustrative simulation results. the desired shape) to define the motion goals for the ground
robots. Crucially, each UAV controls only a partialibset
l. INTRODUCTION of the robots, and uses solely uncalibrated image informa-

tion. No common reference frame among UAVs is needed,

. Co_mpared to S|_n_gle-r0bot setL_Jps_,_ mult|rpbot Systems proqq they can displace and rotate while hovering throughout
vide increased efficiency a_nd reliability, which makes thef_“ ecution without affecting the control convergence. These
ver;lglpopulfrf resea_rch SEbJeCt' we a}ddrﬁss herelt_hle pargc f8minent practical advantages facilitate simple, robust and
problem of formation shape control, where multiple robofg,, ;e implementation (see Section VIII). We require certain
move 1o coIIe_ct|ver fo_rm a desired shape with unspe0|f| erlaps between subsets, and establish how a ground robot
Iocguon, rotgtl_on,_and size [1]. As opposed to tea_m format'opéceiving multiple commands integrates them to compute its
defined as rigid, flxec_i—3|ze patFe_"‘S of agent positions [2]__[6r110vement. Via Lyapunov-based analysis, we show that the
we study he_r N formatlons Spec'f'.ed only by angular Con_Stra'nﬁ'?Oposed controller makes the team asymptotically reach the
also k_nown in the literature arng for mations. Cont_rolll_ng rescribed shape. We also provide a method for the UAVs to
ther}j 'S & problem.of Cl;rrent |nferest [7|]_[15]’ crucial in an{é)ontrol their motions to appropriately cover the ground agents.
app_|cat|on scenario where only angular measurements Qe g oftopology (i.e., the interactions between elements of
avallabl_e. Also, suqh shape control allows, €.9., to regroup multiagent system), our frameworkhgbrid; this means
agents in an orga_mzed manner before address_|r_19 a SUbseqH%{ftit is neither centralized (there are multiple UAVs, each
taSk’ create desired vicinities (with no specific r_egard f andling partial information) nor purely distributed, because
distances) between concrete agents, or form a certain favor €h UAV acts as a central node for a subset of robots

shape as fast as possible, e.g., to react to a threat. Here, )i ted literature on formation shape control: The litera-

investigate this relevant problem considering an mfrastructurt%—re on non-centralized control of bearing formations requires

free scenario, in the sense that the proposed_ robotic Systemy, agent to satisfy desired angular constraints with respect
does not depend on any eler_nen_ts _externa_l to _|tself (e._g., GfoSa subset of the other agents. To guarantee the achieve-
or motion capture data), which is interesting in practice f%ent of the prescribed team shape, the interaction graph
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contrary to our method, where the measurements are exfres T & _

in the different and independent image frames of the maeltip = ‘?i%/“é@% ol \,3? S
cameras. Importantly, in these related methods the finahte: 1IN [a s ) e ) 3%
shape has a constrained orientation in the workspace. I/’ o\ il

* [

numerous applications (e.g., team navigation in formalior‘\‘ e /“ sd.;‘ ©® @ @ ©
a pattern with no constraints on its orientation —as allowe ——— @ @ ®'\e e o
by our method- is more flexible and efficient. The controlle c
in [14] stems from principles ob E(2) rigidity theory. Each Fig. 1. Overview of the multirobot control system. Multip{three, in this
agent uses locally expressed bearings and the relative @gmple) moving aerial units are used. Each computes (Bedli) and

tation of neighboring aaents’ frames. The scheme in [@nsmlts (a) motion commands for a set of ground robotssincitmera’s
enta g - g ag . : Id of view (c). The robots that are controlled by multipkeneeras combine
employs a topological representation via the complex grapia multiple received commands (d) to obtain their motiguuinas described
Laplacian and also controls the team shape without g|o['ya§ection IV. The UAVs can communicate (b) to coordinateirtiaetions.

' . . . . T[he control task is for the ground robots’ positions to forspecified shape.

references, albeit using both angles and distances. $imila

information is assumed in [10] and [15], which deal with

formations of gdjustable size. The topology of the System Mepicle dynamics: Each UAV remains near-hovering (i.e.,
cha_ng(;gverzt;meoalr_]l? the s:]udy ofksuch cganges |sr?preva|f-§1tyaw axis is maintained vertical) and its translation is
topic [26], [27]. Unlike in the works cited above, here W&ommanded via kinematic control (as, e.g., in [28]; seeildeta

investigate thisswitching topology sce_narlo,_and We assUM&, gection VI). The ground robots have unicycle kinematics
the ground robots have nonholonomic (unicycle) klnematlc%nd move on a horizontal ground plane

Statement of contributions: Relative to the literature on for- Perception: Each UAV carries a fixed perspective camera
mation shape control, our contribution lies in that we cdasi facing downwards. Using vision processing, it can detect an
more Icha;llengmg cgndmdons. ﬁpscmca!ly, our n?nl;c?llgfemi, identify those ground robots in its field of view, and compute
partial in ormat|_0n- ased met 00 requires no giobal BHee g image positions and headings. The ground robots do not
frames and relies solely on pixel image information and quire any sensors for the task addressed

range m.e_asurements..Wef consider u_mcycle agents, and S, information: Each aerial unit knows the prescribed for-
the stability under switching topologies. Also, our propos 4o shape with the identification of each robot, represen
hybrid architecture represents a novel perspective onbi®-p i, the form of atemplate image (Section 111)

lem, with practical advantages in, e.g., ground robot sititpl o mnications: Each UAV sends commands via wireless
task supervision and flexibility, discussed in Section VIl ., nication to robots in its camera’s field of view. Two

Our previous method proposed in [23] also considers a twW@ays that observe robots in common at any time communicate
layer framework and a similar scenario, controlling a fo&ze |5 \yireless to coordinate their motions/actions (see ‘1@g0

ground formation with cameras that can perform team sca|gtion and control” below), and multi-hop exchanges mag als
adjustments using supplementary information. In this page o ,sed. The ground robots do not transmit any data.

present novel contributions relative to that work: Topology: The control topology is hybrid (not centralized,
e Here, the size of the obtained formation is flexible, a prgper, purely distributed). For system stability purposes, we

that cannot be achieved with the method in [23], and that i% 5 acterize it as follows. Each UAV views a subset of robots
significant and interesting in its own right. It can, e.gcrease ¢ - g j=1,...,m, and controls a se§¢ C S;, being these

. . . . . ] = ’ - LA ’ J = VRl
the motion efficiency and reduce the task execution time. gets time-varying. Formation achievement requires operla
e The approach has significantly lower information requirgsetveen these sets. We defige as an undirected graph
ments. The aerial units use only pixel coordinates of thenare each node is a UAV and there is an edget) if
images of the ground robots, and no information of absoluégrd(sq nS¢) > 2 (ie., the two UAVs are controlling at

J = e

scale. Camera calibration, metric data or image scale 8&8n |4t two common robots). We defit@pological conditions:
obtained with supplementary information are not needed. In i
e TC1: G, is connected.

contrast, [23] requires some of these sources of informatio ) )

obtain continuous knowledge of the scale of the imaged scene* TC2: Uj:l »»»»» mS; =5 (|.e_., every rObOt.'S contr(_)IIed).

e In contrast with [23], here we provide formal stability ® 1C3: card(Sy(15) = 2 if j, k are neighbors irg.,
guarantees under switching topologies, which is an importa 0 Otherwise (i.e., neighboring UAVs share exactly two

aspect as topology switches will typically occur in praetic robots, and non neighboring UAVs share no robots).
P pology ypicaly P o TCA:SS SN S; = 0if j, k, 1 are all different. That is,

the intersections between the sets are mutually disjoint.
[l. SYSTEM DESCRIPTION AND OPERATING ASSUMPTIONS  , TC5: G, is a tree.

Let us describe the characteristics of the proposed syst®#a defineP as the set of all possible topologies that satisfy

and the conditions of operation that are assumed. TC1, TC2, TC3, TC4 and TC5, an@ as the set of those
Task: The positions of a sefy, of n mobile robots must attain topologies that satisfy TC1 and TC2. We denote the system’s
a prescribed shape, with unspecified size. topology at timet by p(t). We assume(t = 0) € {P U Q}.

Architecture: The system has a two-layer architecture: th€oordination and control. Ground robots: They integrate and
ground robot layer, and a set af UAVs that observe the follow the motion commands received from the UAVs (Section
robots and control their motion. IVV). They do not sense/communicate with one another, but



Current image UAV 1
x ©

UAV 2 EI Algorithm 1 Computation by camera at each time instant
di ' of the desired image positions for the roboéts S¢
% Desired points Py J S - Template J

o vz image 1) Select the pointp; for i € S¢ from thetemplate image
and (if required) translate them to make their centroid
zero, obtaining the set of points}. .

2) While control executeslo:

j
® Current points Pj

x

Current image UAV 2

[R3

e
e a) Acquire a newcurrent image.
b) Detect and identify in the current image the points
Fig. 2. Each UAV (i.ec.i,' lor2) _S?es andf COﬂmIJIS Onlyda pastidiset of robots, p] corresponding with the current robot positions.
using the corresponding partial set of template and cuireage points to i . j
compute the desired image points via a least-squares Eigila C) Subtract the centromkp, of the p0|nt9pi, to create

a new set of pointp’_ with zero centroid. _
d) Compute the similaritytTi that, applied onp

ic’

move in coordination thanks to the aerial unitgrial units: aligns them withp!_ with least-squares error [29].
.. . . . . . 1C
Each unitj sends a motion objective, and image distance e) Compute the desired image points, expressed in the
information —obtained as shown in Section V- to each robot current image, apa¥ = H p? +d,
! i ic )

in S¢. Each UAV coordinates its motion and the definition of
S; and S5 with its neighbors (in terms of the gragh,) to
maintainp(t) within the setP (Section VI). They also ensure
each topology is active for a lower bounded time span.

Gpa(p{* — cla), where clearlycis andci® are the centroids

of the desired point sets. Hence, the desired paifds ¢ and

b are projections of the same ground posititne S. [ ]

) ) ) If pi' = p?’j Vi € S%, clearly, the robots in thisubset form
Consider next a given control unjit To compute the control ¢ desiredsub-shape. Our control goal is thus to move them
goals for the ground robots, it uses two perspective imageg;g that they meet this condition. Note, however, the impurta

o The template image, which is a predefined, fixed top VIEW,challenges we face: these sub-shapes must fit together in the
with arbitrary scale, of the desired formation shape. Eablot | formation overlaps between subsets are needed), and a
is represented by a poit, in pixel coordinates. Unif only  ropot can receivemultiple partial and inconsistent motion

uses those points in the template image that correspondgg%ﬂS —see, e.g., the two robots in the intersection in Fig. 2

robots controls (i.e.;i € 57). . The following section describes how these issues are solved
e The current image, which is a top view of the current

configuration of the subset of robats S¢, each of which is
represented by a poiani', in pixels.

We propose a strategy where each camera uses the templae explain next how a control unjt computes the infor-
and current image points to computesinilarity transfor- mation to be sent to a controlled robotGiven a camera with
mation (translation, rotation, and scaling) that alignenth usual characteristics, we can define a scale 0 (in pixelsm
with least-squares error [29]. The 2D similarity we caltala units) relating;j’s image distances with the metric distances
relating the two point sets is parameterized as follows: between ground entities. This scale is unknown, freely time
varying, and different for each camera.

The parameters of the control scheme are depicted in Fig.
3. Using the strategy described in the previous section,ame ¢
and encodes the rotation of the template shapg;by [—, 7) definep;i"J in the current image and compute the vector:
and its scaling bys; € R*. This, together with a translation ) ai .
such that the current points’ centroid is maintained, isiuse P =p;" —pi. )
obtain what we call thelesired points, p{"J, which define the

IIl. SIMILARITY -BASED MOTION GOALS COMPUTATION

IV. COORDINATED GROUND ROBOT CONTROL SCHEME

; S;jCo8¢; —s;sing;
H; = sj- sin ¢j» S »jcos 10} r (1)
J j J j

bots’ moi Is. Algorithm 1 es th o By detecting the robots’ positions and orientations in the
robots motion goais. Algoriinm L summarizes the process a ages captured by its onboard camera, the control unit can

Fig. 2 illustrates it for two different UAVs. A key decouptin obtain Pz.m‘ _ “p?,j B ng' and it can also define the unit

between camera motion and ground control is expressed n%é&':torﬁg — p?/p’ and the unit vector in the direction of
e

Property 1: The ground positions associated with the desire , . L . . i
points, defined from the optimal similarity by a given cam:-h robc;tslher_idmg (which Tetisu;elf |n_the |mag|§j - Then, ¢
era, are invariant to the downward-facing camera’s pasitio € controfunit cah compute the Toflowing angular paramete

orientation and calibration. j p? yi T 5

Proof: Consider two arbitrary configurations for camera®mi = atan2 (_ [( 0 ) X ( 0 )} » TP yJi)v 3)
J: jo @andjy,. These can be linked by a similari€a, sopls = 8
Gbain'g fori € S5. Obviously,pﬁ:b = p;j;. The similarity (1) where[-]. denotes the:-axis coordinate. Frorp-Zm. and a-Zm.,
can be obtained fok = a or b solving via least-squares aunit j obtains p] expressed in’s frame, and sends it to
linear system with equationdli*pg — pl = 0 Vi € S5. i. Combination of multi-camera commands: Roboti may
Comparing the two systems, we haBg'b = GpaHi>. Then receive from multiple cameras simultaneous control gdads t

(see Algorithm 1)p'?® — ci> = Hirp® = GpaHi=pj* = are inconsistent: each vectpf for different j is computed



robot using the image quantities. The proposed control &aw f
roboti is:
v; = —ky sign(CoS Qi) P
{ wi = ky (g — my) ’ ®

wherek, > 0 andk, > 0 are control gainsw; is considered
in counterclockwise direction, and we define:

{ 0 if |04mi| S
Qg =

7 it |ami| >

INEINVE]

Angles are taken if—m, 7). Observe that < |a,; — ag| <

Fig. 3. Left: geometric variables and control vector conepufor robot: by m/2 and that ifcos a;,,; = 0, v; = 0 and roboti can rotate in

camerayj, defined in its image. Right-top: representation‘af global motion place but not translate. We defing,; aso if p,,; = 0.

vector computed from image information received from twaeeas;; and Remark 1: From (5) and due to Property 1, a given robot’s

j2. Right-bottom: state of the robot on the ground plane. . . Lo , .
direction of motion is independent from the cameras’ locations
and calibrations. Therefore, clearly, these factors doaffect

from a different subset of robots —so it will point in a diféet the stability of the controller, studied in the followingcsien.

direction—, and is also associated with a different scale The height and calibration of the cameras influence the value

To solve the scale inconsistency, uritsends robot the ©Of Ti, having an effect equivalent to an unknown positive

identification of the robots that are closest to itjits image Multiplicative gain acting on the linear velocity contrd)(

(i.e., its physical nearest neighbors, in any directionuatb

the robot), and the value of the image distances betwewml - _

each of these robots (i.EHpJ: _ij || for a given neighbot,). We study next the stability of the formation controller. We

i io . . .

From TC3, roboti can compute the scale ratio between aWill consider common frames, only for analysis —recall that

cameras it receives data from: assume aerial umiso sends €ach UAV computes the control in its local image frame-.

data to robot, and that a robot, is a physical neighbor of, Consider the robots’ ground positions = [zi,4i]", i =

Both j andk view i andi,. Then,i can compute the relative 1. - n expressed in an arbitrary global frame. We define the

V. STABILITY ANALYSIS

scale as followsry; = ri/r; = ||pk — pk ||/||pq' —p I following cost function for the system under a topolggy P:
; i io i o l”
We define the global motion vector that robotomputes o j ;1 d,j 2
as a weighted sum that integrates all its motion goals: V= Z Vi, V= 2 Z [P = il ©

j=1,..., m iES;

4y Note that the state of the formation can be represented by the
. (4) State of 4 1 can esente

set of vectorse; ¥ —x;, j = 1,...,m, i € S, andV is radially
unbounded, aﬁx?“‘ — xi|| — oo for a pairi, j impliesV —

where C; is the set of indexes of the UAVs that send com- . . o
0. For generality, we use an alternative definition, common

mands tai. We show next how this achieves scale consisten%}/. . ) .
Denote asx® and x; the ground positions associated witty - o> all topologies, of the systest sta}e, by d?“”'”g the
i h r}ollowmg stack state vectorX = [X;", X2, ... X, |7 €

p{J and p!, respectively. Consider, without loss of generalpa, \orex —d o andxd — 27, 4|7 is the ground
’ i ’ i 1994

|ty,kthe robots ”p oerlonts da?d 'mage prOJecttlons” expressed osition associated with the desired image pgifitobtained
unknown equally oriefited frames common 1o all cameras. s, anyglobal similarity (i.e., one computed from all the

J_ . d.j J (D .
Py =P — P =7(%7 —x), (4) can be expressed as: |10y “Next, we establish two preliminary results:
p? =7 Z (x;i-,j —xi), (5) Lemma 1:_For anyp € 73 the robof[s form the gleswed shape
if and only if X = 0, which occurs if and only i = 0.

Proof: (sketch) If Vi = 0 V4, we have all desired sub-
shapes which, due to TC1, clearly fit together. When in the
= 1 desired shape, desired and current points coincid¥, so0. m

e Z rka (6) . .

card(C;) Lemma 2: For any topologyp € P, it holdsVj = 1,..,m,
Vi € S5 thatoV7 /ox; = x; — x?’J.

Proof: Consider a camerg and, without loss of gener-

1 .
Pi']: m Z [Z mpﬁ

jel; LkeC;

JEC;

where the factor —unknown to all aerial units and robots—

keC;

is the average relative scale for the cameras that contooltro

i.jThUS, the proposed scale %djulstmentin (4) makes the €eclgfyy that the frames fori’s current image points, and the

p; enter the computation i with a consistent scale. associated ground positions, are equally oriented aneeht

Control law: Robot: computes (4) in its own frame, and: 5 their centroidsgl, andcl. The valuesp}) are projections
pmi = 1P|, ami =7 —atan2 ((p?)y, (p9)z) s (7) of equivalent template ground positior§, so, fori € S5

. . . . . j j j d,j d,j
considering the robot's frame defined by its heading. The Pi =Xy, Pl=rX;, p;’ =rx;?. (10)
control goal for the robot is given by the ground position g
associated with the endpoint of its global motion vectore Th 1 1
variables«; and pi (see F_|g. 3) express this position. As /7 — 3 Z ||xid’J —xi|* = 3 Z ||HJSX?C —-x|% (A1)
a; = auy; andp; is proportional top,,;, we can control the iese i€se

di _ Hqi pJ U & | ite:
p; ¥ = H] p;l, we havex; ” = HJ x;/, and we can write:

ic’



Clearly, if Hj fits, with least-squares error, the templqﬁéj][ X — xdj, all these norms are also always upper-bounded,

and currentl@‘) image points (Section IlI), it also does so forand so are the norms cﬁ’ (2) and, therefore, the norms
the positions ;@J, xi). As V7 expresses precisely this sunof the motion vectorsf (4). Therefore, the magnitudes of
of squared errorsHi is the similarity that minimizes/7. the linear velocities for all robots (8) are also always uppe
Considering this transformation is unique and a diffealé bounded, and the distance between any two robots may only
function of the input points [29]69VJ/8HJ is null. It is then become unbounded in infinite time. We can now consider, for
direct thatdV7 /0x; = x; — X; 4y e SJ, as claimed. m all practical purposes, an arbitrarily small positive #ireld
We now present the followmg main stability result: by, that stops the robots’ motions (i.&7, v; = w; = 0 if
Theorem 1: For any fixed topology € P, by using the pm: < bw). Then, since all robots will clearly —due to the
control law (8) the positions of the team of ground robotganishing behavior ol/— stop displacing in finite time, the
converge asymptotically to the desired formation shape. inter-robot distances will be upper-bounded. [
Proof: We consider, without losing generality, that all Corollary 3: Forp € Q, clearly, Lemma 1 holds and, thanks
ground positions are expressed in a common frame, with Theorem 1, the formation controller is locally stable.
which all image frames are aligned. We taKeas a candidate ~ Corollary 4: For the particular caser = 1, Sf = S (i.e.,
Lyapunov function for the system. Its dynamics are: a single UAV controls all the ground robots), it is directrro
Theorem 1 that the formation controller is globally conary
" ovi\T ) Remark 2: The control may have singularities for certain
V:Z Z (3)(1) Xil - (12) robot arrangements that are non-attracting and have zero
=1 [ies] measure [23], [29]. Thus, for all practical purposE, is dif-
From (8), (5), and the unicycle kinematic model, we have: ferentiable (Lemma 2) and the system stable. Alternatjwedy
could consider the degenerate cases and us#naost-global
i =k, Qip? = kTiQi > (x{ = x3), (13)  stability result. Also, even if control law (8) is discontious,
jeCi the vanishing behavior df suffices to prove stability. As the
where the misalignment between the robot's displacemedtgular velocity in (8) always drives the systeaway from
direction andp? is captured byQ; € SO(2), a rotation by the these discontinuities, chattering-like behaviors arefeasible.
anglea,,; — ag;. Inserting (13) and Lemma 2 in (12) gives:

A. Sability with changes in topology
- z{z[ >(mglzm—xi>)]}

Due to the motion of UAVs and ground robots during
€5 JEC: execution, the latter may come in and out of the fields of
view of the cameras, so the sc—ﬁ; and S¢ will switch. This
= —ky Z” cos(ami — aai)| Z - x)[[* <0, (14) affectsHi (1) and in turn, vigp{™ (AIgonthm 1) and (2), (4),
JEC: (7), the control law (8). Thus, due to the topology changes,
where the inequality holds &< |a,,; — ag;| < /2. From ours is aswitched system [30], which we analyze as follows.
the invariant set theorem, the system is locally stable with Proposition 1. Consider that the controller switches within
respect tol/ = 0, i.e., the desired team shape (Lemma 1). the possible topologiep € P. Then, there exists a finite
We can guarantee global asymptotic stability, if the onnyositive valuery such that the team of robots under control
equilibrium (i.e.,V = 0) of the system occurs a&X = 0 law (8) converges asymptotically to the formation shap&éf t
(i.e., V = 0). Due to the unicycle kinematic§/ may be average dwell time of every topology is at least
zero if no robot is translating, and at least one of them Proof: P is afinite set, and the system’s state (determined
satisfiescos(a,; — aq;) = 0 and ||pg|| > 0. However, these by the agents’ positions) does not jump at switching times.
robots will rotate in place at that moment, immediately maki Also, the dwell time of every topology is lower-bounded by
V < 0. Hence, the only relevant scenario to examine g positive value (Section Il). From Theorem 1, the formation
|p¥|| = 0, i = 1,...,n. Using the topological conditions TC1-is asymptotically stable for every individual All topologies
TC5 and the constraints they impose on the robots’ motigtiive the system to the same common equilibriuxh < 0),
vectors, and via a similar analysis to the one presentedlut each has a different Lyapunov function —i.&], for
the proof of [23, Corollary 1], one can see through simpl@pology p—. Thus, from [30], [31], there is a finite average
geometric conditions that if a sum vectpf is null, the dwell time that guarantees asymptotic stability if:
individual vectorsp! must be null, too. Thus, the only possible 2n
stable equilibriumloccurs ar = 0, i.e., the team of robots Vo(X) < uVe(X) WX € R, ¥p.q € P, (15)
converges asymptotically to the prescribed shape. m for a given constani. The Lyapunov function for a given
Corollary 1: It is direct to see that the robots remain statitopology consists of the sum of squared metric distances. Le
once the desired shape has been achieved. us call these distance = ||x{"J —x;||. If X =0, all & =0
Corollary 2: The distance between every two robots remairiser all topologies. Otherwise, there is at least (mﬁe> 0 for
upper-bounded with control law (8), for any topology: P. every topology. Denote a$7* thosed7 that are stnctly posi-
Proof: For finite initial robot positions}y” (9) is clearly tive. From Corollary 2, for aII topologles inter-robot tHiaces
upper-bounded and, d$ < 0 (Theorem 1) it remains so for remain upper-bounded; therefore, the desired posmﬁr‘lsare
all time. AsV is the sum of squared norms of the vectorsuch that alldj* are always upper-bounded, too. Therefore,




the ratio of any twod’* is bounded —i.e., we can define a of
finite value B = max; jp x (d!")/min; j p x(d}")—. Now, as
each Lyapunov function is the sum of a finite numberdpf
distances squared, it follows that a finjiein (15) must exist.
Hence, the statement of the Proposition holds true. = 3
This result means that if every topology is active, on averag
for a sufficiently long time, the desired ground team shapke wi
be attained. Other interesting properties are that thechimig

is controllable —the aerial units can, through their cooatid or
motions and decisions, determine the switches— and typical -1 ‘ ) ‘ ‘ ‘
will stop in finite time —clearly, when the ground team is @os 2 0 2 4 6

. g x (m)
to the prescribed shape, no topology switches are needed-. °°%
VI. MOTION AND COORDINATION OF THE AERIAL UNITS - K
€0

y (m)

o
o
oﬁ‘"

 (rad/s)

We give next guidelines to implement the aspects of UAV
control and coordination, whose detailed study is not tloei$o
of this paper. A key observation is that high-speed and peeci
aerial unit motions are not required: the UAVs do not need to *® *° rimetsy % % time®
react fast or reach specific positions, the control is inhiye 300
robust to imperfect UAV motions (Remark 1), and we can 2o
define safety margins to aid their maneuverability. Thus, it 0
is reasonable to model the UAV translational motion at a o
kinematic —and not dynamic— control level (see, e.g., [28]) -1
For simplicity, in our tests we use single-integrator kiragics. a0

In terms of their coordination, we propose to make the UAVS _
follow the algorithm in [23], which exploits communicati®n
(Section II) of image data and ensures TC1-TC2 by preservings ,,
the links of the initial graptG.(t = 0). To initially deploy &
the UAVs without full knowledge of the ground robot loca-
tions, distributed coverage/search algorithms with cotivigy £
maintenance features can be used. A simple approach caz?®
be, e.g., to deploy the UAVs one-by-one sequentially while ©2*
enforcing TC1-TC2, and create an initial path graph Note % 200 a0 e0 %20 a0 Qoo 800 1000
that each UAV controls its displacement to preserve in the *
field of view the two closest robots seen in common with 1%
each one of its neighbors ig.; thus, additional common &
robots can leave the UAV’s control scope as the system esolve %9-5
(i.e., transfers of robots between UAVs are possible). TC1- §
TC5 can be met by suitably definingj; (which are subsets
of S;, Vj) via distributed protocols, implemented for a duo of  &————=
neighboring UAVS using, €9, image diSta-nce-based t;-IiterF' 4 One-cameTrlzes(SiL”lulation results. Top: robot pathsl(finsitions joined
The duo can thus de(_:lde which two of their common V_leW da'shed lines) and projection of carﬁera bath on grounceaitial point
ground robots they will share the control over, and which @farked as square, final as circle). Row 2: linear (left), farg(right) robot
the two UAVs will assume (if needed) control of the Otheyelocities_. Row 3: image traces of (obot; —initial and finaihp sets joined_ by
common viewed robots. The activation time of each topolo ﬁgs&‘;%f"g‘;z;ré&e?grfn”;igglsggxcg?ga(rrr']%?;)'hsgﬁt‘l(iesf&?;)t:t?gnr?rﬂ?;
can also be ensured to be lower bounded. The exchanged data
(S; and image points) between neighboring UAVs could be

used in more efficient and flexible coordination schemes to, . I . . .
. . aérial unit displaced horizontally following the perimetsf
e.g., balance the load (i.e., cardinality of s&f3, and recove

r i . : -
the affected ground robots if a UAV fails. the ground for’matlon. _By d_omg SO _—mst(_aad of, e.g., renngini
over the team’s centroid—, it can gain a richer perceptioihef

ground team’s surroundings so as to, e.g., detect obstacles
threats. Note that this persistent UAV motion does not affec
In this section, we illustrate the performance of the cdntrthe formation’s convergence. The camera always maintained
method with simulations. We first describe an example wheaegood visibility of all the robots, as seen in the image tsace
one downward-facing camera was used to drive a group of dike UAV controlled its vertical motion to guarantee thisuas
unicycle robots to a triangular desired shape. Figure 4aljsp coverage, and it also rotated during execution. We stress th
the results, showing how the formation was achieved. Thige UAV used only image information, expressed in pixels.
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VIl. SIMULATION RESULTS



In another example, three aerial units controlled a team fwbm the ground robots and does not need a complex coordi-
sixteen robots, to make them form a star-shaped configaratioation strategy for the UAVS, provides a flexible architeetu
Throughout the simulation, the UAVs moved as discusseohd has useful decoupling properties and robustness tougri
in Section VI, and generated ground control commands fpical sources of error. All this facilitates simpler inapl
described in Section V. Each unjtcontrolled those robots mentation and integration of other tasks (aerial and ground
in S; closer than certain safety thresholds to the center pérception/actuation) with the formation control itself.
the image. The three cameras had different calibration. Thimitations and possible improvements. Although the two-
UAVs only translated and did not rotate. Each had a differelatyer architecture provides distribution, the failure oAV
orientation. The results in Fig. 5 illustrate how the deasireaffects not one but multiple robots —until other UAVs reaove
ground shape was achieved. There were topology switch&em it—. Also, it can be hard to visually detect and identify
which caused the discontinuous changes observable in #ilerobots in challenging conditions. Using interchandeab
plots. The cameras eventually stabilized to fixed positidhe robots could be more robust and efficient, at the cost of more
plots show the scales and rotations of ffetial formations complex coordination. Performance will be perturbed if UAV
controlled by the UAVs, expressed in an arbitrary commatisturbances make the camera not face downward —although
fixed reference unknown to any UAV (note that theseraoe image rectification as in [21] can mitigate this— or there are
the scales and rotations of the image similarities (1), tvhiderrain irregularities. Finally, collision avoidance gg.via
remain different for each camera and change continuouslyraactive methods— for robots and UAVs should be used.
they move). As expected, the three scales and rotations end

up being equal as the team acquires the prescribed shape.
(1]

VIIl. PRACTICAL DiscussiON ANDCONCLUSION (2]

We first discuss some application details and advantages a[%ﬁi

then limitations and potential improvements of our method.

e The proposed multi-UAV hybrid topology is scalable —it[4]
can include an arbitrarily large number of ground robots| an

workspace— and reliable —there is no central point of fa#ur [5]
e The ground robots are freed from sensing, costly processing
and wireless transmission. Thus, one can use simple, lotv cos
robots which will also have higher autonomy due to reducebe]
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Fig. 5. Simulation results. Top-left: Robot paths —finaliposs joined by dashed lines—, final camera fields of viewcles—, and paths of the three cameras;
Top-right panel: evolution of linear and angular velogitief the ground robots (top), scales and rotations of thegbaesired formations (bottom). Second
row: template image (left), and image traces of the robot§}infor the three cameras (initial points marked as squared, fimiats as circles, joined by

dashed lines). Bottom row: evolution & (highest-valued curve) and the thré& (left), camera heights (center) and camera velocity nomigty.
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