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Abstract—Most phylogeny estimation systems such as SATé
or DACTAL use fixed configurations and tools that make them
suitable only for solving specific problems. Out of that scope, a
hand-made combination of individual tools and methods has to
be composed in order to get the desired phylogeny estimation.
PhyloFlow is a new framework based on a workflow extendable
to a wide range of tasks in phylogenetic analysis. This system is
specially intended to build large phylogenies, where most of the
methods do not provide a solution at all or the computing time
required is not affordable. The workflow can scale to different
phylogenetic estimation problems, the methods and stages already
included can be fully customizable and once the user has set up
the system, it will run automatically until the phylogenetic tree
is completely estimated.
With the current version we have recreated two different phy-
logenetic systems: DACTAL and a study case for the human
mitochondrial DNA. The first one displays the capabilities of our
framework to reproduce the existing systems, in addition with
the properties that a parallel system can provide. The second
one shows the possibilities of building a real case workflow to
estimate a phylogenetic tree for more than 23000 sequences
of human mitochondrial DNA (16569 bp on average) applying
biological knowledge to the process. Both workflows have been
run sequentially and in parallel in a HTC cluster (HTCCondor
and DAGMan).
PhyloFlow source code, the datasets and the workflow configu-
rations are available by request to the first author.

Keywords—scientific workflow, phylogeny estimation, maximum
likelihood, model selection, supertree

I. INTRODUCTION

The construction and analysis of molecular phylogenetics
based on proteins, RNA or DNA has become a mature research
topic in Bioinformatics. Recent work focuses on specific
questions about one or more species [1], [2] or proposes a
partial solution within the whole phylogenetic process [3], [4].
In addition, we cannot forget the growing concern about the
huge amount of data provided by the so called next-generation
sequencing methods [5]. A good example is the increasing
rate of the number of sequences stored in GenBank, which is
doubling approximately every 35 months [6].

Using large datasets as input has disclosed overflow prob-
lems when stressing conventional methods and tools, and
also when trying to upscale solutions based on them to HPC
facilities. With respect to the former, it has being shown that
some of them turn to be inaccurate when moving from small
data sets to big ones [7]. With respect to the latter, there exists
a growing interest in the development of specific frameworks

for complex tasks in Bioinformatics capable of dealing with
their challenging demands in terms of usability, data-sharing
as well as computing [8].

In the context of phylogenetics, several tools and sys-
tems have been developed in order to generate a phylogeny
composed of several thousands of biological sequences, e.g.
SATé, ZaraMit, DACTAL [9], [10], [11], [12]. Based on
parallelization, clustering, and divide-and-conquer techniques,
these methods aim to achieve both high accuracy and short
execution time. However, even though they intend to be generic
for a wide range of molecular input data, they disregard
useful biological knowledge. This fact challenges significantly
not only the accuracy but also the time employed to obtain
the phylogenetic tree. In particular, these systems achieve
their objective with fixed processes and tools, with no easy
possibility of changing any of the tools involved in the process
or even parts of the process itself.

In this paper, we present PhyloFlow, a fully customizable
and automatic workflow system which aims to provide a
framework to build any system aimed to obtain a phylogenetic
tree using clustering and divide-and-conquer techniques. The
system allows choosing every step of the process as well as the
associated tool within the whole phylogeny estimation process.
We also present two small integrity tests run both sequentially
and in a HTC cluster, and a case study centered in building a
human mitochondrial DNA phylogeny. Note that for this case
of study we included specific tools that make use of biological
knowledge from experts for the human mitochondrial DNA
as well as model selection tools valid for most phylogeny
estimation processes.

II. BACKGROUND

Throughout the years, the interest of studying the evolution
processes and mutation associated pathogenies by means of
phylogenetic trees has been reflected in the wide variety
of methods and tools developed. From the point of view
of constructing a complete automated phylogeny estimation
process with minimum end user interaction, the desirable
requirements of the underlying tools to be used in each stage
are simple: parameterizable stand-alone applications with no
GUI providing well defined output for their exit status.

This way, if we consider each step of the phylogeny
estimation process, several tools providing partial solutions can
be found: ClustalW [13] or Mafft [14] for the alignment; BioNJ
[15] or PhyML [16] for the topology estimation; SeqBoot and



Fig. 1. PhyloFlow framework design with its possible recurrences of the
preprocessing stage or iterations of the whole process.

Consense (PHYLIP package [17]) for bootstrapping and con-
sensus, respectively; and SuperFine [18] or MinCut Supertree
[19] for supertree estimation, among others.

From the point of view of usability, all of these tools and
methods meet (averagely) the desirable requirements to be
used in a workflow of tasks. In addition, they have proven
their accuracy and reliability for the specific tasks for which
they were conceived but not all of them are able to handle
large datasets in an efficient way. Therefore, they must be used
separately in order to build the final phylogenetic tree.

Few systems have been designed to overcome these prob-
lems. ZaraMit [10], [11] was designed to reconstruct the
human mitochondrial phylogeny from raw DNA sequences.
To our knowledge, this is one of the first examples of an
automatic system intended for specific data. More generic
and automatic systems for phylogeny estimation are SATé
[9] and DACTAL [12]. Both of them use raw sequences as
input data and they are able to cope with very large datasets.
Nevertheless, from the point of view of usability they can not
be easily customized to deploy the “logics and knowledge”
provided by biologists for each phylogenetic inference task to
be performed. Furthermore, it is necessary to take into account
that their accuracy and reliability change depending on the kind
of information within the given dataset.

We presented a previous system in 2011 [20] which was
able to perform the phylogeny estimation for large datasets
using model selection. In this paper we present a framework
for building far more flexible and customizable systems.

III. PHYLOFLOW FRAMEWORK

A. Design

PhyloFlow has been designed taking into account two main
objectives: i) to provide a fully automatic and customizable

framework able to build many different systems; and ii) to
ease the addition of new tools (the existing ones not already
included or those who will come out in the future). The
framework is composed by four stages (Fig. 1) created with
a black box methodology to provide modularity. Therefore,
the user can select any configuration of any stage without
concerning about the interaction between or within modules,
providing a high robustness in the ad-hoc system built. These
four stages correspond to the four most common processes that
are usually made to obtain a phylogeny estimation:

1) Fetching dataset: Most studies done in phylogenetics
are usually based on using existing systems configurations for
new datasets [21], or testing different parameters or methods
with well-known datasets and make the subsequent comparison
with previous results [7]. Taking that into account, we have
made a fully automatic fetching of the desired dataset. The
system will first access to the public database selected with
the query provided (or using a preconfigured query tagged
with the data type it is intended for) or copy a local dataset in
case the user has already one. The process would be the same
if more than one dataset were fetched.

Fig. 2. Stage 1: Fetching datasets by remote access to a public database or
by accessing them from a local resource.

2) Preprocessing: Most of the methods and tools aimed to
build a phylogenetic tree require an alignment as input. There-
fore, we will need at least to do an alignment of the fetched
sequences in order to be able to get through the next stage
successfully. On the other hand, there exist many methods
that get more accurate phylogenies using divide-and-conquer
strategies or adding biological knowledge to the process. In the
first category we have systems like DACTAL[12], which uses
the padded-Recursive-DCM3 decomposition (PRD) in order to
get overlapping subsets of the input set of sequences. In the
second category there are systems like the one we published
in 2011[20], that applies a group and gene decomposition
of the input dataset (2D-decomposition). In both cases, we
get smaller datasets that can be handled individually in the
following stages. Hence, the design of this stage has been
divided in 3 different configurations: an alignment, a row
division (by overlapping subsets or haplogrouping) or a column
division (by genes). Some of the processes involved in this
stage do not return aligned datasets as output, therefore we
allowed to apply this stage recursively. Furthermore, taking
into account those tools which are able to build phylogenies
from unaligned sequences [22], we included the possibility of
skipping this stage in the configuration process.



Fig. 3. Stage 2: Preprocessing of each input dataset by making a multiple
sequence alignment, an overlapping subset decomposition, a haplogroup
classification of the sequences or a gene division splitting the sequences into
smaller fragments.

3) Phylogenetic analysis: There are a lot of methods that
can estimate a phylogenetic tree, e.g. parsimony, maximum
likelihood or Bayesian inference. We considered all these
possibilities besides their parameter selection, which is as
important as the methodology itself to improve the accuracy
of the resultant phylogeny. We paid special attention to the
model selection of the maximum likelihood method, which
implicates a large increase of the number of processes needed
to achieve it. We also considered that many of the methods
mentioned above lack of statistical robustness and then an
extension in the phylogenetic analysis is required. In biology,
this problem is usually covered by a bootstrapping [24] of
the input dataset, demanding a consensus process later on.
Therefore, a bootstrapping analysis and a consensus process
were also included in this stage.

Fig. 4. Stage 3: This is the core stage of the framework, were the phylogeny
is estimated for each input dataset. In addition, a bootstrapping phase can
be included in the workflow process to add statistical robustness. Finally, a
consensus tree can be computed to join related phylogenies.

4) Supertree construction: The last stage combines the
phylogenetic trees obtained in the previous one, building the
final supertree. The configuration process will allow the user
to choose only viable methods within the processes selected
so far, e.g., the system will not allow to run a merging of
phylogenies with common leaves if the preprocessing stage
has not obtained overlapping subsets at any point. In this case
we also noticed the possibility of getting one single phylogeny
as result of the previous stage, allowing the system to avoid
this last phase.

Fig. 5. Stage 4: The phylogenies obtained in the previous stage are joined
in a single phylogeny with a supertree construction method.

B. Implementation

As mentioned before, PhyloFlow framework has been
designed to produce workflow structures. These kind of design

has several advantages. Firstly, we can make it work automati-
cally once it has been configured, requiring the user interaction
only in the configuration phase. Secondly, it allows changing
easily the content of the different stages, even removing some
of them if needed. As we have claimed before, customization
is one of the main goals of our system, making it suitable
for almost any kind of desired phylogenetic tree estimation.
Thirdly, in order to facilitate the transition from the design
to the implementation, we selected DAGMan [23], a meta-
scheduler of HTCondor [24]. DAGMan allows to represent a
system with direct acyclic graphs, which fits perfectly with the
framework we present. Moreover, using the High Throughput
technology of Condor, we can parallelize massive amounts
of processes that can run in parallel in each phase, reducing
considerably the time taken in each module. This technology in
combination with the preprocessing stage, applied to the data
decomposition process, allows for handling very large datasets
with high accuracy. This is based on the same concepts as
systems like DACTAL [12] or SATé [9].

Even though our design is represented by a directed acyclic
graph, the accuracy of many systems is based on iterating
over the main execution flow, using the results of the previous
iteration as input of the new one (until some conditions are
reached). In PhyloFlow this has been added using a global
script that allows the user to iterate over the basic workflow
presented. We also included one backup script right after each
stage so it can recover from errors and shutdowns of the
hardware system without the need of starting again from the
beginning. The backups also provide a huge feedback of what
has been done in each step, in case the user wants to reproduce
any experiment or check them by other means.

All the scripts made within the system were programmed
in Python and are compatible with both version 2.7 and version
3.3.

C. PhyloFlow 1.0 (July-2014 version)

PhyloFlow has several tools available with several possible
configurations. On the first stage, where the dataset is fetched,
there exist two options: download the dataset form GenBank or
get it from a local database. For the first case we provided the
option of fetching all human mitochondrial DNA sequences
using the following query:
“Homo Sapiens”[Organism] AND mitochondrion[All Fields]
AND 16000:16900[SLEN] NOT pseudogene[All Fields]
and all the rest data type IDs will be fetched in the local
database.

On the second stage, we have three different choices: PRD
(from DACTAL), group decomposition, gene decomposition,
or alignment. For the first choice we copied the same binary
used by DACTAL and we left the same default parameters
that can be changed by the user. The group decomposition
splits the input dataset into disjoint subsets, regarding the
whole sequences, given certain biological conditions. In the
case of the hmtDNA, we use the haplogroup information to
make it. The gene decomposition uses the gene information
to divide the input dataset into fully joint subsets, in terms of
accessions of the sequences, and disjoint subsets in terms of
the sequence strings. These two processes can be combined
to get the 2D-decomposition mentioned in the design section,



which is a common procedure when we handle hmtDNA
sequences. For the alignment option we included two common
and well known alignment tools: ClustalW [13] and Mafft [14].
ClustalW was added with two settings: DNA or protein. The
system will automatically choose the one that corresponds to
the data type selected. Due to the fact that Mafft has several
parameters and options, we tried to make our system both
simple and versatile at the same time, so we decided to include
three configurations: parttree (the fastest choice), auto and l-
ins-i (local pair alignment).

The third stage focuses on the phylogeny estimation. We
took into account for this first version tools only for the
maximum likelihood method because it is the most used
nowadays given the impractical time cost of the Bayesian
inference methods for big datasets [25] and the accuracy and
statistical downsides of parsimony and some distance-based
methods. Thus, we included FastTree [26] and PhyML [16]
as the software tools available to build the phylogenetic tree.
FastTree has been configured to get the GTR+CAT model
when we are dealing with DNA and the JTT+CAT model
when we are handling protein sequences. In both cases the
log option is selected to create a log file to retrieve the score
of the phylogenetic tree inferred using the former biological
model. For PhyML we include the evolution model test com-
posed by 88 models (22 basic models plus invariants, gamma
distribution and both) for DNA sequences[20]. In the case of
protein sequences, we test the same evolution models that were
included in ProtTest [27]. For the bootstrapping generation
and the consensus method we added seqboot and consense,
both methods included in the Phylogenetic Inference package
(PHYLIP [17]). We made two small modifications to these
tools to make them able to accept a second parameter: the
path of the output file. Originally, they create the output file
with the bootstraps or the consensus tree in the same path
from where the executable is called, which is not a desirable
behavior in our system.

The last stage builds the supertree from the phylogenetic
trees we estimated in the previous phase. We included the
SuperFine [18] method and the same supertree method we
included in the system of 2011 which we will call Profile.
SuperFine is run in its default mode and in the configuration
script we ensure that the phylogenetic trees provided as input
have certain overlapping of the leaves (a must condition for
SuperFine). Profile searches in the system for a profile or
skeleton tree of the data type selected and replaces each leaf
for its corresponding phylogenetic tree. E.g., when building
the phylogenetic tree for the human mitochondrial DNA,
we selected the 35 main haplogroups and we took the tree
of those haplogroups from phylotree.org [28]. Then, Profile
replaces each haplogroup ID at the leaves for its corresponding
phylogenetic tree obtained in the previous stage.

IV. RESULTS & DISCUSSION

We made two different systems and we run both sequen-
tially and in a HTC cluster to test the integrity between stages
and the processes within them. In addition, we proposed a
case study centered in building a human mitochondrial DNA
phylogeny to show some of the possibilities of PhyloFlow in
its current version. We also present the times taken for each
case as a measure of the speedup of our framework.

1st test: human mitochondrial DNA system

The first workflow shown in Fig. 6. is a reproduction of
the system we presented in 2011 [20] made to estimate the
phylogenetic tree for all the sequences stored in GenBank for
the human mitochondrial DNA (hmtDNA). Here we used a
simplification of the whole system that will be presented later
on.

We used one dataset of 27 well studied sequences of
hmtDNA (16569 bp on average), 18 from haplogroup N and 9
from haplogroup T. We wanted to have a high difference in the
number of sequences between this two groups in an attempt
to reproduce the existing unbalance between haplogroups in
the real case. After the system recovered the whole dataset, it
was divided in two different sets of at most 15 sequences. The
distribution of the sequences in the two sets is reproducible as
long as the order of the sequences in the input dataset remains
the same.

The preprocessing stage involves two processes which use
specific biological knowledge to determine the haplogroup and
the starting and ending site of each gene in a sequence of
hmtDNA. Then, the two sets were processed individually to
decide the haplogroup of each sequence and two new datasets,
one for each haplogroup, were created. Afterwards, these two
new datasets were processed again to extract two of the genes
of the hmtDNA: NADH dehydrogenase 5 (ND5) and tRNA
Threonine (Thr). These two genes were selected for their
difference in length: 1812 bp and 66 bp, respectively. At the
end of the second stage we got four datasets, one for each
possible combination of haplogroup and gene.

In the phylogenetic analysis stage we included two main
processes: model selection for the phylogeny estimation and
bootstrapping to add statistical robustness. For the phylogeny
estimation adding model selection we used PhyML and we
selected JC and GTR as the two models to evaluate, the former
with the least number of free parameters and the latest with
the highest number of free parameters (of the 88 models in
[20]). Thus, the system evaluated and selected the best model
for each dataset from the previous stage. Later, two bootstraps
were generated with Seqboot, from PHYLIP package, and
then their phylogenetic tree was estimated with PhyML using
its corresponding best model. Next, a bootstrap consensus
was made with Consense, from PHYLIP package, for all the
phylogenies of the bootstraps of the same dataset, getting a
single consensus phylogeny for each pair of haplogroup and
gene. Genes are closely related to each other in an evolutionary
point of view for hmtDNA, so a consensus process can be
placed again to join the phylogenetic information of all the
genes of the same haplogroup. Hence, we got one phylogenetic
tree for each haplogroup dataset.

Haplogroups are far enough from each other to include a
final supertree construction in the system. Therefore, the final
stage was made with a phylogeny-guided construction process
with a synthetic and simple haplogroup tree, represented in
Newick format by “(N,T);”.

For the whole test presented the system took 25 minutes in
the sequential run and 11 minutes in the HTC cluster, which
implies a speedup of 2,18. There could be some improvements
in the sequential run that might slightly change this result.
We could skip all the inner scripts that write DAGMan files



Fig. 6. Workflow of the system developed to test PhyloFlow for an example
of 27 sequences of human mtDNA.

for the scheduler of the HTC cluster, as well as the first
dataset division in the first stage, given that it is intended to be
parallelized using the HTC cluster along the following stages.
On the other hand, bigger datasets would improve latency
times of data transmission in the cluster between nodes, and
reduce penalty times added to those processes that took less
time than the minimum required by the scheduler.

2nd test: DACTAL-like system

The second workflow is a recreation of one iteration of
DACTAL [12], as shown in Fig. 7. We wanted to reproduce it
as close as possible so we were able to prove that PhyloFlow is

capable of recreate most of the workflows we were able to find
for the existing phylogeny estimation systems. We included a
bootstrapping step in the phylogenetic analysis stage to make
it a complete integrity test of our framework.

We used 50 sequences from a 1000-taxon simulated dataset
studied in [9]. The dataset name is 1000M1 and we selected
25 sequences from the replica 0 and 25 sequences from the
replica 1. The first stage just copies these two datasets from
the local path.

To recreate the preprocessing process of DACTAL, we
applied twice the second stage with different configurations.
The first one aims to get the overlapping subsets for each input
dataset. To do so, the system applies Mafft in its parttree
setting (mafft –parttree –retree 2 –partsize 1000) to get a
whole alignment of each dataset and set it as input of FastTree
under GTRCAT to get a phylogenetic tree. This phylogeny
is used to achieve the dataset division technique using a
padded-Recursive-DCM3 decomposition (PRD) obtaining four
overlapped subsets for each phylogeny composed by at most
16 sequences with at most 3 overlapping sequences among
subsets. The output of the PRD process are the names of the
sequences of each subset, so the final output of this first part
is eight subsets of unaligned sequences. Therefore, the second
part was intended to generate the alignments needed in the
third stage. The system run Mafft in its L-INS-i setting (mafft
–localpair –maxiterate 1000) to produce one alignment per
subset.

In the phylogenetic analysis the system estimated the phy-
logenetic tree of each subset running FastTree with GTRCAT.
We included a bootstrapping process to make a complete
integrity test and also to show how easy can be to change
or add new processes to an already existing system with our
framework. We know there is no need on adding statistical
robustness to DACTAL but it could be a different process or in
a different workflow. Like in the previous test, the system run
Seqboot to generate two bootstraps for each subset, and then
it estimated again the phylogeny for each bootstrap executing
FastTree with GTRCAT. Finally, it got the consensus tree for
all the bootstraps of each subset with Consense.

At the end of the workflow, we selected SuperFine in the
last stage as the tool to build the supertree for each initial set.

The complete execution of this workflow took 3 minutes in
the sequential run and 8 minutes in the HTC cluster, implying
a speedup of 0,375. The reduction in the speedup compared
with the previous test is mainly based in the change of the tool
for the phylogeny estimation: PhyML is much slower than
FastTree for the same input, hence the time obtained in the
parallel execution is higher for the last case due to the time
penalties applied by the cluster. On the other hand, the same
improvements presented in the previous test can be applied in
this analysis.

Study case of human mitochondrial DNA phylogeny

In the first test we have presented a reduced and simple ver-
sion of the study case of human mitochondrial DNA phylogeny
reconstruction. Although most of the workflow configuration
and the different processes remain the same, the changes in
the first stage and in the values of the different parameters



Fig. 7. Workflow of the system developed to test PhyloFlow for an example
of 50 synthetic sequences in a DACTAL-like phylogeny estimation.

involved make a huge difference in the time cost of the whole
system.

One of the most important steps in a real study case
is to work with the most updated information. To do so,
PhyloFlow has the possibility to download from GenBank all
the sequences that belongs to certain biological type. In our
case, downloading all the sequences of hmtDNA in FASTA
format from GenBank in batches of 100 sequences (amount
recommended by NCBI-Entrez) took 835 seconds (up to 14
minutes) for 23644 sequences (April, 6th of 2014), using the
same query shown in the previous section. Afterwards, the first
stage also includes a set division of the whole dataset into sets
of up to 200 sequences. The order of these sequences may
change from one time to another given the internal updates of

GenBank database.

The real values of the parameters involved in the prepro-
cessing stage involve a big increase in its time cost. Instead
of 2 haplogroups, we choosed the 35 main haplogroups that
can be found in phylotree.org[28], a website of reference for
the haplogroup classification of hmtDNA. Processing each set
took 66 minutes on average, making it a total of 10 days
and 8 hours in the sequential case, and up to 180 minutes
in the HTC cluster. After the haplogroup division, we found
the first big disadvantage in these kind of systems: there exist
haplogroups with less than 10 sequences (e.g. haplogroup O
with 3 sequences) and others with more than 1000 sequences
(e.g. haplogroup M with more than 1800 sequences), making
it a really unbalanced scenario for the following processes.
Then, the gene division was applied to each haplogroup set,
generating 38 subsets for each input, one per each of the 37
existing genes in the hmtDNA plus the control region (also
known as HVS). This second step took 87 minutes for the
sequential case and 25 minutes in the HTC cluster. At the end
of this stage we ended up with 1330 datasets.

The phylogenetic analysis stage we included the same 88
evolution models used in [20] for the model evaluation step
and we selected the number of bootstraps at 200, a good value
in the recommended range of 100 to 1000. We found several
problems that made not possible to run this stage neither in
sequential nor in the HTC cluster. The first one is the amount
of processes that will be created in each step: for the model
evaluation with PhyML we would have 117040 tasks, and for
the bootstrapping step we would generate 266000 processes.
The second problem is the total time needed for the whole
stage. We have been measuring PhyML with some datasets of
the total of 1330, and for the mean case, which implies the
average gene in length and the average haplogroup in number
of sequences for the dataset, and the measure of two evolution
models, JC as the simplest and GTR+I+G as the most complex,
it took 5175 minutes (more than 3 days and 12 hours). If
we apply this time to the sum of the amount of processes
exposed above, the third stage might take more than 3771 years
in a sequential run. In addition, PhyML does not work with
datasets of more than 4000 sequences, so some haplogroups
need another step of preprocessing before the third stage.

With these results we want to show the problems that the
systems like these one deals with when we use real datasets
and we want to make and exhaustive phylogenetic analysis to
get the best phylogenetic tree possible.

V. CONCLUSION

We have presented PhyloFlow, a workflow system that
provides a framework to build fully customizable phylogeny
estimation systems. Once the configuration process is finished,
the new ad-hoc system will automatically build a phylogenetic
tree from the selected input data. We have also displayed
two possible scenarios that our framework was capable to
reproduce in its current version. The DACTAL-like workflow
has demonstrated the capability of PhyloFlow to reproduce
an existing phylogeny estimation system, and the human
mitochondrial DNA workflow has shown an application of
more specific tools and processes, like model selection, that
incorporates biological knowledge to the phylogeny estimation



process. All the systems created can handle very large datasets
given the modularity design and cluster implementation of our
framework.

For future improvements we aim to include new tools
and configurations for the already incorporated processes (e.g.
fetching from different public databases), as well as new pro-
cesses like alignment-free phylogeny constructions, homology
detection or supermatrix constructions.

The first release version of the framework will be available
at http://www.zaramit.org/phyloflow.
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