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Abstract— Petri nets is a well-know formalism for studying Fluidification constitutes a relaxation technique for stud
discrete event systems. Applications include performanceval- ing discrete event systems through a continuous approxi-

uation in communication networks, production systems, suply  mated model, thus avoiding the state explosion problem. In
chains, and the implementation of sequence controllers. fied

Continuous Petri Net (T'CPN) systems are continuous-state Petri Net.s, fluidification h.as bee.n introduc_:ed from Qifferen
models that can approximate the dynamical behavior offiscrete ~ Perspectives [5], [6]. In this workimed continuou®etri net
Markovian Petri nets (M PN). Based on this, an estimator- (7°'C’PN) models under infinite server semantics are consid-
based control structure is introduced here for applying a caitrol  ered, since it has been found that such systems approximate
law designed for a TC'PN into the original discrete syslem.  jhiaresting classes of DES. An important advantage found

nghrzsw;;,stﬁaf ﬂg?rl]egﬂh%goer o(:ni\t”sn%:rk]i\gg) ]v\cills¥:;?:? ;n in fluid models is that more analytical techniques can be

desired value, by applying additional delays to the contrdable ~ Used for the analysis of some interesting properties, like
transitions. A stock level control of a Kanban-based automtive  controllability [7] and the synthesis of controllers, &th

assembly line is synthesized as an application example. for the optimal steady-state control problem [8] or dynamic
control for reaching a desired marking in models in which

) . ) _all transitions are controllable [9], [10] or with some uneo
Petri nets are a recognized paradigm useful for modeling,|aple transitions [11], [12].

and analyzing discrete event systenis/{S). Applications Coming back to the discrete event systems, in [13] it has

include the analysis of communication protocols and mansean shown that £CPN system, with white noise added
ufacturing systems, the implementation of sequence Cops yhe flow (leading to state perturbation), can approximate
trollers, validation in software development, and perfante yho mean value and covariance matrix of the marking of the
evaluation in multiprocessor systems, communication ne&'orresponding Markovian Petri neb(PN, i.e., a Petri net
works, production systems, supp_ly chaln_s, etcetera [1]_' __in which transitions are timed with exponentially distribd
Several works can be found in the literature providing,nqom delays). For that, the probability that any traasiti

different control strategies for Petri nets. Many of themg gnapled is close to one. Based on such result, the goal in
have been inspired in the seminal work of the Superwsor_¥hi3 work is to interpret an apply a control law designed

Control Theory [2] introduced for automata. For instgr_me,_ lfor a TCPN system into the correspondint/ PN one.
[3] a state-feedback control that meets safety specifieatiog,cy ¢ontrol interpretation will result in a control policy

in the form of mutual exclusions constraints is proposeg}, driving a live MPN system in such a way that the
(GMEC). A survey of control results in Petri nets can beyean value of its marking will reach a desired value, just
found in [4]. Recalling from there, control policies cangy,\ving additional delays to the controllable transition
be classified into two different classes: thate feedback this constitutes an important difference with the contzols
cont_rol, which has been mainly stud!ed by means of erived forDES in previous works, and represents the main
particular model called controllec_i Petri ngts, an_d évent contribution of this one. This result will be illustrated by
feedback contraihat has been mainly considered in a formal, o5 of a given application example: the stock level contro
language setting and the corresponding models are callgfia Kanban-based automotive assembly line [14].

labeled Petri nets. Extensions to timed systems can also ber.q paper is organized as follows: in Sectibsome basic
found in the literature. Most control strategies are defifoed concepts o0W'CPN and M PN syster.ns are provided, while
the same control objective: disabling transitions for &t i, gsection 3 controllability concepts and control laws for
forbidden markings, in accordance with the Supervisoryy - pa are recalled from previous works. In Sectiénthe

Control Theory. A problem commpnly found in the SyntheSi?nterpretation of a control law designed fo & PN system
of controllers is the state explosion. into the corresponding/ PN one is introduced. Finally,
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I. INTRODUCTION



is, P is a finite set of placed[ is a finite set of transitions least one input place, hence in the following we will assume
with PNT = ), Pre andPost are|P| x |T| sized, natural V¢ € T,|*t| > 1. The "min” in the definition leads to the
valued pre- and post- incidence matriced#/e assume that” concept ofconfigurations(see [8]): a configuration assigns
is connected and that every place has a successofptlex to each transition one place that, for some markings, will
1. The usual PN systeni\', M) with My € NI”l, will be  control its firing speed. An upper bound for the number of
said to bediscreteso as to distinguish it from aontinuous configurations i [, [*t|. The reachability space is divided
PN system{ A/, my), in whichm € R‘fol. In the following, into regionsaccording to theconfigurations Theseregions
the marking of aCPN will be denotfed in lower casen, are polyhedrons (in bounded systems), and are disjoint,
while the marking of the correspondimiiscreteone will be  except on the borders.

denoted in capital letteM. The main difference between The flow through the transitions can be written in a
both formalisms is in the evolution rule, sincedontinuous vectorial form aff(m) = AII(m)m, whereA is a diagonal
PNs firing is not restricted to be done in integer amountsatrix whose elements are thoseXyfandII(m) is the con-
([5], [6]). As a consequence the marking is not forced tdiguration operator matrix an, which is defined such that
be integer. More precisely, a transitignis enabledat m  the i-th entry of the vectoFI(m)m is equal to the enabling

iff for every p €* t, m(p) > 0, and itsenabling degreés degree of transitiort; (see [8]). A similar representation
enab(t, m) = min,co:{m(p)/Pre(p,t)}. The firing of¢ in  can also be obtained for the enabling degree ofdiserete

a certain amountr < enab(t, m) leads to a new marking PN, i.e.,Enab(M) = [II(M)M | ~ II(M)M (the equality
m’ = m + o - C, whereC = Post — Pre is the token- holds for ordinary PN'’s, but for weighted arcs there exists a
flow matrix. As in discrete systems, right and left integerelative error, decreasing with respectl, for rounding to
annullers of the token flow matrix are callddandP-flows the nearest lower integer).

respectively. When they are non-negative, they are caled The state equation of &C PN system is

and P-semiflowslf there existsy > 0 such thaty - C = 0,

the net is said to beonservativeand if there exists > 0 m = CAIIl(m)m @)
such thatC - x = 0 the net is said to beonsistentHere, Inside eachregion the state equation is linear, because
we consider net systems whose initial marking markgPall II(m) is constant.

semiflows

) ) ) ) Ill. CONTROLLABILITY AND CONTROL INTCPN
A Markovian Stochastic Petri Nesystem (MPN) is a

discrete system in which the transitions fire at indepen-
dent exponentially distributed random time delays (for
classical approach for the analysis ®f PN [16]). Then,

Control action inI'C PN systems may only be a reduction
f the flow through the transitions. That is, transitions
machines for example) cannot work faster than their nom-
the firing time of each transition is characterized by iténal .speed. Transitions in which a con_trol action can be
applied are callectontrollable The effective flow through

firing rate. In this way, aMPN is a tuple (V, My, A), . L .
where A ¢ R represents the transition rates Transi® transition which is being controlled can be represented
>0 . S:w(t;) = A - enab(t;, m) — u(t;), where0 < u(t;) <

tions (like stations in queueing networks) are the mee : - enab(t;, m). The control vectors € RI7! is defined

in oints of clients and servers. In this paper, we wil . )
g points of . pape such thatu; represents the control action on If ¢; is not
assume infinite-server semantics for all transitions. Then .
. . - . . controllable theni; = 0. The forced flow vector is expressed
the time to fire a transitiort;, at a given markingM,

is an exponentially distributed random variable with pa?sw(m’u) = AIl(m)m —u. The set of all controllable

rameter \; - Enab(t,, M), where the integer enabling de- trans!t!ons is denoted b¥,, and the set of uncontrollable
gree is Enab(t, M) — minyeer,{|M(p)/Pre(p, t;)]}.  ronstions islye =T — 1. _ .

¥ peti oo The behavior of a TCPN forced system is described by
Enab(t;, M) also represents the number of active SeIVers |  iate equation:
of ¢; at markingM. We suppose that a unique steady-state q '

behavior exists, and we restrict our study to bounded in m = CAII(m)m — Cu 5
average and reversible (therefore ergodifPN systems. 0 < u < AII(m)m @
A Timed Continuous Petri H?WCPN) is acontinuous A control action that fulfills the required constraints,.ji.e

PN together with a vectox € R_ . Different semantics have g < u < AII(m)m but Vt; € T, u; = 0 is called
been defined for timedontinuoustransitions, the two most suitable boundeds.b). If an input is not s.b. then it cannot
important beingnfinite serveror variable speedandfinite  be applied. A markingm for which Ju s.b. atm such

serveror constant speedsee [5], [6]). Hereinfinite server thatm = C[ATI(m)m — u] = 0 is called anequilibrium
semanticswill be considered. Like in purely markovian marking

discretenet models, undenfinite server semanticshe flow =

through a timed transitiof) is the product of the rate\;, and A Controllability

enab(t;, m), the instantaneous enabling of the transition, i.e., Regarding to control in TCPN systems, it is important
fi(m) = \; - enab(t;, m) = \; - minyece,, {m,/Pre(p,t;)}. to keep in mind that these are not controllable in the
Observe thatEnab(t;, M) € N while enab(t;,m) € R>o. classical sense ([8]). i§ is aP-flow, then for any reachable
For the flow to be well defined, every transition must have aharkingm, y"m = y"mg. So, whenever a TCPN system



hasP-flows linear dependencies between marking variablgsroved for a class of PNs. In those papers all transitions are
appear, introducing token conservation laws, a class ¢d staassumed to be controllable. Uncontrollable transitionsewe
invariants. However, we are interested in the controligbil considered in [11], where a gradient-based controller was
“over” this invariant, which is called’lass(mg). Notice that proposed for driving the output towards the desired valne. |
every reachable marking belongs tdass(mg), however, [12], uncontrollable transitions were also considerederéh

the reverse is not true for timed models. a classical approach was introduced by adapting the well-
Controllability has been studied in [7], where a locaknown linear feedback control structure (computing a gain

controllability definition was introduced as follows: matrix for eachregion), avoiding computational complexity
Definition. The TCPN system(A/, A\, mg) is controllable problems and providing feasibility and effectiveness.

with bounded inputRIC) over S C Class(myg) if for any In any case, in order to interpret a control law into the

two markingsmi;, my € S there exists an inpuur that correspondingM PN, it is required the input to be s.b.
transfers the system from; to my in finite or infinite time, and robust “enough” (remember that the original system
and it is suitable bounded along the marking trajectory. is a stochastic one). In the sequel the control law will be
It was proved that if all the transitions are controllablerth expressed in general form as= f(m), wheref is a function
consistency(i.e., 3x > 0 such thatCx = 0) is sufficient f: Class(mg) — RI”| such that the input is s.b..
and necessary for controllability ovéllass(myg). However,
for systems with uncontrollable transitions the problem i
more complicated. In that case, controllability was stddie In this section, the implementation of the control law
over sets ofequilibrium markings because they representdesigned for &'C’ PN system to the corresponding PN
“the stationary operating points” of the modeled systene This described. It requires an interpretation of such control
set of all equilibrium markings ilass(my) is denoted as input in terms of theM PN, and of the marking of the
E,S = {m € Class(mg)|Fu s.b., such tha€(AII(m)m— MPN in terms of theT'CPN. The second one is based
u) = 0}. on the approximation of the mean value of the marking of
This set is divided according teegions Then, for each the M PN by means of the corresponding of tii&” PN
particular configuratiodI; there is its correspondinggion system, which is detailed in the following subsection.
R; = {m € Class(mp)|II(m) = II;} and the correspond- o )
ing set of equilibrium marking®; = {m|m € E,SN%;}. A Approximation of MPN via TCPN
The Class(my), the regions and the equilibrium setd; The approximation of théd/ PN by means of th&' CPN
are convex, and most of the cases, the union of Betare was studied in [13]. There, th& CPN was analyzed in
connected. Inside eachgionthe state equation (2) is linear discrete-time, obtaining the following difference equoati
(IT1(m) is constant), then the controllability was studied first
over eachF; and next, over their union [7].

SIV. | MPLEMENTATION OF CONTROL TOMPN VIA TCPN

my11 ~ my + CAII(m;)m; AT — CATuy 3)

where At is a small enough sampling period.

o There, it was proved that givan, = M, the marking of
The p_roblem of synthesizing cpntrol laws for tMPN aTCPN system(N, X, m,), whose evolution is described
system is beyond the scope of this work. Nevertheless, $n thiy, 3 put without the input, approximates the expected value
subsection some references related to the control systheg} ihe marking of theM PN (N, A, M,) during the time
problem are provided. _ ~interval (ry, To+nAT) if the following conditions are fulfilled
Continuous Petri nets have three main characteristicgy \i(r, + kA7) for any time stept in the interval ¢y, 7o +

which must be considered during the design of a contrg/A ).

law: 1) the model is piecewise lineaP{V' L), 2) the input 1) The probability that the transitions of theg PN are all
must be nonnegative and upper bounded by a functigthapled is near one.

of the state (constrained), and 3) models with some ri%fThe probability that the marking is outside thegjion of
meaning are high-order systems (with tens or even hundr ) is near zero.
of state-variables). Different approaches and techn_iha_ee Even if the quality of the approximation decreases when
been developed foPWW L systems and systems with inputy change ofegionsoccurs (i.e., Condition 2 does not hold
constrains. _ during certain time) and/or the transitions are not enabled
By taking advantage of the particular structurelaf PN qyring certain time period (Condition 1), the approximatio
systems, control laws for these models have been proposgslild be good enough for the analysis and control purposes.
by using different techniques. The optimal steady-state co | order to improve the approximation when condition 2
trol problem has been addressed and solved in [8]. In [9] @es not hold, a noise column vectar is added to the flow
solution based on Model Predictive Control was proposegs the7C' PN model, leading to Markovian continou®etri
obtaining thus robust control laws. Nevertheless, thifitec et (M CPN). The noise has as elements independent nor-

nique becomes prohibitive when the number of places igajly distributed random variables with mean and covaganc
large. In [10] a tracking control approach was introducedyairix:

considering step and ramp references and low-and-high E{vi} =0
gain controllers, local stability and input boundednessewe Yy, = diag[ATI(my)myAT]

B. Control Laws

(4)
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PLANT [ Notice that, if blockeC2D andEKF were eliminated, only

i » MPN 7 | the MPN and theT'CPN blocks would be present (i.e.,
Original - [|+-D | blocks in dashed boxeRBlant and TCPN+Contro). In such
[system = = : :
delay, case, two independent systems would be obtained, whose
SRR — outputs would be linear functions on particular realizasio
N I | [z | king trajectories) of both systems, but no interacti
1 , , N==N R0 (or marking traj ) y ,
Pojcap | ! k 3 between them would occur. Then, blodB&D andEKF play
3 5 _ Kiey Vi 3 the role of an interface between both syste@2D transfers
o N the information from the’C PN system to theM/ PN one,
FL cont ' TCPN+CONTROL EHﬂ while EKF do the same in the opposite direction.
1 ontroller . - S
‘ £ "*: ,@ Cary, 2Tk . ‘ C. Interface blocks, C2D and EKF
‘ i.ﬁ mki‘ First, let us consider the Block Diagram in fig. 1 without
| 5 k; _@_ ‘ the block EKF. As it was pointed out in subsection IV-A,
‘ LcolfRouer! || fecATiy i as | the expected value of the marking of thd PN can be
L e ——————— _ approximated by the marking of correspondiig' PN if
Conditions 1 and 2 are fulfilled. So, let us suppose at this
Fig. 1. Block Diagram of the closed-loop system moment that both conditions are fulfilled.
Now, assume that a s.b. control law is being applied
to the TCPN system. Consider the state equation of the
The MCPN model is defined as: continuous model as in (2). Given a controllable transition
t;, the controlled flow is equal tor(t;) = A;-enab(t;, m)—
my1 = my, + CAII(my)myAT + Cvy, (3)  u(t;). However, since the input s s.b., there exists a function

By analyzing the moments of this system and tHe° N o(u(t;),m) that takes values in the interval, 1] such
. A . that u(tj) = oz(u(tj),m)/\j . enab(tj,m), then W(tj) =

one, and using the Central Limit Theorem, it was shown (u(t;), m)]A,; - b(i;,m). This last equality means

that the first two moments (mean value and covariance) ]f_ eAuLE; ), M)|Aj - Enaoity, m). quality

the marking of the\[C' P systemapproximatethose of the at each active server of fires with a mean time delay of

_ , N1
marking of the corresponding/ PN during a time interval ([1 —a(u(t;), m)}A;)” in the controlled’CPN system,

. . 1 .
(10, 70 +nAT), if the initial conditions of both coincide and m_stead of the mean time delay Qg that it would ha_ve
Condition 1 is fulfilled. Then, in this work only live®N without control. Then, the control laimposedo each active

systems will be considered (it is required for Condition 1).server oft; an additional delay of:
1 1

oy mpy, % O

The application of the control law designed for the TCPN |t aqditional delays are defined for all the controllable
to the M PN is described in the Block Diagram of fig. 1. transitions in the same way, and they are added to the
It represents a typical structure of a closed-loop systeth Wicorresponding mean time delays of thePN system, then
an estimation-based control being applied. the mean value of its marking will still be approximated

Blocks in the upper dashed bo¥l@nf) represent the py the marking of theTCPN in the closed-loop. Block
original system (modeled by &/ PN). There are different c2p computes such additional delays, so, according to the

ways for simulating &/ PN, but that is beyond the scope of previous equation and substituting the output ofC2D is
this work. However, in this case it is only necessary to keegefined as:

in mind that the future marking of th&/ PN depends on
the current marking and some information about the times delayi(t;) = enab(t;, my,) 1 (9)
Yr\lj

to fire each transition, commonly calletbcks In the Block Aj - enab(ty, my) —ug(t;) A

diagram it is considered a linear output function, i.e., the Notice that it is only necessary to compute the addi-

information that we have about the current state ofthE N tional delays for the controllable transitior.. In order

is given by: to exemplify the application of these additional delayint

Y, =H M, (6) the M PN system, suppose that at some time skeghe

controllable transitiont; in the M PN is newly enabled,

It is assumed that the output has enough informatiohen the time to firet; in the open-loop system would be
to determine the current configuration and reconstruct thgven by a random variable having an exponential p.d.f. with
marking. The lower dashed boXCPN+Contro) represents paramete(1/);) - (1/Enab(t;, My)), but, in order to apply
the TCPN system, i.e., the system given by (3). The samghe control law the parameter of the exponential p.d.f. is
output function is also applied, so, the output of €PN  considered ag1/\; + delayy(t;)) - (1/Enab(t;, My)). In
is given by: this way, t; will fire with the required mean time delay, in

yr=H- -my (7) agreement with the input applied to tlh&' PN system. This

delay(t;) =

B. Control Architecture




control interpretation is a particular one of many that can b Py TRUERATEYEI

Mean Time Delays
defined, however, this is used for simplicity and because it Py t (minutes)
has shown positive results. ismoaiShars ty |

Block C2D may be enough for applying the control law 5|
into the M PN if Conditions 1 and 2 are always fulfilled. aglein Prts I paltts — R
However, notice that théd/ PN does not receive any feed- ' ’
back in this way (remember that at this point, bldEKF Kanban kg |
is not considered), so, in order to improve the accuracy, | "~ ts | 8
an Extended Kalman FilteEKF) is added in the Block e, | tg | o1
Diagram of fig. 1 (for a detailed introduction to Kalman
Filter see, for instance, [17]). This new block also allows t Orders Line thythm nll.
consider several markinggions hop Dontalner tg | 120

In order to analyze blockKF, suppose first that no control t10 Contol i to | 01
law is being applied to both systems. Now, as it was pointed p ()P -rr
out in subsection IV-A, thél/ PN can be approximated by w Tmefomine P
the corresponding/CPN, i.e., E{m;} ~ E{M;} and S ot mament !

delivery

> m, = 2, In this way, defining the approximation error
er = My — my, the evolution of the output of th&/ PN Fig. 2. Petri net model of one part assembly [14].
can be represent as :

mygi = [I + CAH(mk)AT] my, + Cvy,

(10) Then, blockEKF computes the gaiK ey, with which the
Y1 =H Mg =H -mp + H-ep

estimation for the next time stefi;.; can be obtained by
Notice thatE{e;} ~ 0 by definition. Previous system is using (11). In this way, with the output of thef PN system
actua”y the Correspondin@"CPN System p|us Zero-mean and blockEKF it is pOSSible to obtain an estimation for the
at the state Cvy, which is also uncorrelated in time) andstate as if it were &CPN system, i.e., it is obtaineth that
the output Hey41), then, it seems obvious to use and EKFevolves like the'CPN system but approximates the mean
in order to obtain a noise-free estimation of the underlyinialue of theM/ PN one in agreement to its output valu¥s
TCPN model. In this way, an estimator is defined as: Finally, since the evolution of the system is linear by
R R R regions and time invariant, according to th&eparation
my1 = I + CAH(mk)AAT] my; + Kyey (11) principle, itis reasonable to integrate tB&F and the control
Yit1 = H- My law, obtaining thus the closed-loop system shown in fig. 1.

whereK}, is Kalman gain matrix ané, = Y, — y;. is the

output error. In order to ensure convergence, it is assumed . ) ) )
that the outputY) has enough information to determine N this section, the control scheme considered through this
the current configuration, and that the pélf, CAIL;) is Paper is applied to a given application example: the stock

V. APPLICATION EXAMPLE

observable for all the visited configuratiof. level control of a Kanban-based automotive assembly line,
The gain introduced by the Kalman FilteKfe;) is Which was introduced in [14]. _ _
computed in the blocEKF as: Authors in that paper proposed an stochastic Petri net

model for an existing assembly line that produces cars. The
P,., = [T+ CAIIl(m;)A7] - Py - I+ CAII(my)A7]" production is based on Kanban process. The assembly line

+Qx is a self-moving transporter, which carries the car bodies
K, =P, HT . [H Pl HT + Rk] -1 through a number of quite similar production cells. The time
P =[I-Ki -HP,,, that the car body spends in every production cell is equal
Krer =K (Y. -3 for all productions cells and is given by the line rhythm,

(12) which is constant. Each production cell has some smallstore

Matrix Q. represents the covariance of the state pefracks) where palettes with all parts, specific to the paldic
turbation, which according to thel/CPN approxima- production cell, are to be found. In every cell there is a spac
tion and the definition ofvy, it should be close toC - to accommodate at maximum two palettes of each part type
diag[ ATI(m;)mA7] - CT. Matrix Ry, represents the co- used there. One palette contains only the same kind of parts.
variance of the output perturbation, i.e., the covariante o Fig. 2 shows the Petri net model proposed for describing
er. A reasonable estimation for such covariance is given bthe assembly of one part. Tokens i represents the
Rx = 0.5 -1 (assuming that the discrete marking follows aKanban-tickets in the local store. Tokens jin represents
normal-multivariate distribution, such value fBrmeans that the Ktickets in the space close to the production cell. Such
the error between markings is less thai with probability number is limited by a conservative law imposed by
close t00.95). Since the covariance matrix of the error(M(p2) + M(ps) = 2). Placep, represents the number of
(Pr+1) is used for the next time step, a feedback-loop witlparts available in the palette that is being used for pradnct
the unit delayz~"! is added in the Block Diagram. The number of parts in one palette68 (arc (¢3, p4)), while



the number of parts of the same kind required for one car P1a Truck v g N g
production is2 (arc (p4,t4)). Transitiont; represents the Py tq
assembly operation. Its delay is equal to the time interval e Time for paltte emptying
. . . t t1+t2 et tz2 | 3
between the production of two consecutive cars (i.e., the pr . T 5Te TS
duction speed or line rhythm). Plagg enablegs; when the prodution cell
marking inpy is null, i.e., when no more parts are available
in the palette that is being used. The container withdraw Ganamr
is described by the subnet defined b, p10, p11}, which
works in the following way: transitiong models the waiting
time before an order (orders are done just at some hours), |oruers
after its firingp,o enabless andt;. A Kanban inps means to send B oledf 4 &3] a0
that an order must be done, in such cgséres (its delay is il n
considerably lower than that ¢f) and a token is transferred -
from pg to p12, meaning that a supply order is ready to
be sent. On the other hand, if there is a tokerpip but
not in pg thent; fires, meaning that the Kanban container t3 bR i
is withdrawn. Transitiont;; represents the time from the
moment of ordering to the moment of delivery, while a token Fig. 3. Timed continuous Petri net model
in p14 represents the truck arrival. Transitiof, does not
appear in the original model in [14]. In this work it is added TABLE |
for control purposes: its delay will be controlled meaning OUTPUT FUNCTIONS
that orders (i.e., tokens i) must be delayed before being
sent. _Ouputs yr | Y2 | y3s | w4 | Y5 | we y7
Only some of the mean time delays are reported in [14] EO;'.g'”?' (f(']?' 2;) ps | pi2 | pua | Py | P2 | pio | ps/30
(for one part). However, it is important to remark that only — o 20- 2| Ps | P12 | P14 | Pr [ P2 [ Pio | Py
three transitions exhibit significant, and almost constant
delays:ts, tgs andti;. Furthermorefs must fire faster than
tr whenever both are enabled. For our purpose, mean tini¥(p:)+M(p2)) in fig. 2. Having a large number of Kanbans
delays are defined as in fig. 2, transitiohs ts and¢;; inthe store (i.e.M(p;)) implies unnecessary costs, however,
fire with Erlang-3 p.d.f. (for reducing their coefficients of missing Kanbans might stop the whole production. Such
variation), transitiorts andt- fire with constant delays, while Kanbans missing can occur for unexpected delays in truck
the other transitions fire with exponential p.d.f. and inéini arrivals or lost orders. In that paper, the optimum number
server semantics. of K-Tickets (i.e., the optimum value fdvI(p;)+M(p2)) is
Fig. 3 shows the proposédC PN model, in which some computed based on simulation data. However, no solution
modifications w.r.t theoriginal PN are introduced for ob- for making the system to keep the optimum number of
taining a better approximation. In this model, the compdnerK-Tickets is described in [14]. Then, in this example, the
representing the parts in the palette that is being used dsntrol scheme introduced in the previous section is used
substituted by the component of pladgs, ..., p:}, a token for that purpose.
in p2 means that the palette in use is empty. The container PN of fig. 2 represents theriginal model or thePlant,
withdraw is modeled in a similar way, the difference is thati.e., the upper dashed ba¥ PN in the block diagram of fig.
in order to reduce the coefficient of variatioty, of fig. 1, while fig. 3 represents the model for ti&'PN system
2 is now splitted in three transition&},t2,¢3} (classical (the lower dashed bokCPN+Controlin the block diagram),
simulation of an Erlang: by 3 exponentials). In a similar for which the control law is designed. Table | summarizes
way, t1; of fig. 2 is splitted into{t1,,¢2,,t3,}. Notice that the output functions defined for both systems. Notice that
places{p1, p2, p3, ps, P10, P12, P14} keep the same meaning, the output functions are equal for both exceptipg which
in the same way that their corresponding output transitioris required for knowing which arc is constraining Now,
do. All transitions fire with exponential p.d.f. and infinite following [14] let us suppose that the optimum number for
server semantics. Mean time delays are defined as in fig. tBe sumM(p;)+M(p2) is computed a$0, then, our control
Notice that the delays oftl,2,¢3} are defined in order to law must impose additional delays #fy, such that the mean
sum the total time required for emptying the palette that igalue of the sum in theriginal system bel0.
being used, i.e., the sum of the delaystpfandt; of the By using the techniques introduced in [12], a control
original model (fig. 2) multiplied by30. In the same way, law was designed for th& C PN system (fig. 3), and then
the sum of delays oft},t2,t3} and {ti,,t3,,t3,} of the interpreted and applied to thaiginal one, according to the
TCPN are equal to the delays of andt;; of theoriginal  control scheme described in the previous section (fig. 1).
model, respectively. The results are shown in fig. 4(a) and 4(b). Control law is
The goal in [14] is to propose a methodology for optimiz-applied after2000 min. Dashed line in fig. 4(a) corresponds
ing the stock reserves of each part, i.e., to control the sum t the estimator (my), while the other one represents the

t1 4

t3 | 20

i te 81

te | 041

t7 | 2

40

Time for container

withdrawn t10 | 10

Time from the

2 moment of ordering
I t11 to the moment of
delivery
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(@) Fig. 5. Number of Kanban-Tickets in the local store and ra@(p1) +

M(p2)) with the GM EC control.

2

“ H ’ ‘ H . H’ ‘ H H ‘ H H‘ ‘ of a new place, called Monitor, having as input transitign

P me (ovomnatesy " and output transition;, howevert; is not controllable, then
®) the Monitor must have;, as output transition, in this way

the GMEC is fulfilled. For the initial markingp; should

Fig. 4. (a) Number of Kanban-Tickets in the local store andksa have8 tokens (i.e.,10 — My(p2)) and the new place, the

(L) - g e sosecioon syste. The contrl i sPAieChgonitor, must have tokens (e., total K-Ticketa5, minus

unit impulse means that is fired. My (p1)+Mo(pz2)), while the other places remain marked as

in fig. 2. The results are shown in fig. 5. As it can be seen,

the GMEC control approach guarantees that the combined

discrete original system. As it can be seen, the controlmarklng (M(p.l) + Mi(p2)) is not larger th"%“lo- Notice

law successfully drives the discrete system for obtaininEat the sum is not ia'Way?' close t(.) the Qe3|red mean value,
the desired mean value of the marking at the local sto ecause thGMEC is defined fo_r IMposing upper bounds
and racks. Fig. 4(b) shows the firing signals for the uniqugO the _marklng but not for enforcing a desired mean ""J!'“e-
controllable transitiort,, in the closed-loop system. A unit In this example the GMEC control approach still provides

impulse means that, is fired, i.e., that an order is released® good mean .value fCM.(I?l)JFM(p?) (an average va]ue of
9.46 was obtained), but it is not always the case. For instance,

and sent to the parts supplier. . .
. b bp . ) consider the same system (fig. 2) but wiNi(p;) = 4
It is important to remark that it was necessary to adjust thgt the initial marking. Suppose that a mean valuedd

values for the covariance matric€s andR;, of the Kalman  j.cired for the sum OM(p1) + M{(ps). After simulating
Filter, in order to obtain a good closed-loop performancey, 1o minutes using @ GMEQVI(p1) + M(ps) < 5 an

If the values provided in the previous section are used, ﬂ}ﬁ/érage value (,for the sum) @f59 was obtained. while a
estimated markingn, will be close to the state of th&/ PN value of 3.60 resulted with GMECM (p1) + M(p;) <4
(My). '_I'hergforeihe control input;; will be compute_d using They represent4.75 and9.9 percent error, respectivgly. On
the noisy S'gf‘amk' bl_Jt the control _Iaw We_ls designed forthe other hand, by using the control strategy introduced in
the TCPN without noise, so, such input signal may resuliis haner, 2 mean value @f02 was obtained for the sum.

in a bad performance. On the other hand, decreapg Therefore, it can be concluded that if a good accuracy for

will lmake hthat the tra(jje(_:tory Oﬁ’% be soft enough, _ﬁo the average value is required, the method proposed in this
lc’:lp%ylngr;t € compu(;e |n{3ut ot Fy?fN SthteLn hWI . paper is more suitable. On the other hand, if just safety
ead to the expected results. Nevertheless, the behavior Qf qifications must be fulfilled, the GMEC control approach

the congnuous sy;tsm ICOUId Ibe ?ifferef?t from thli"‘t of th§s 4 better choice. In any case, both methods can be combined
MPN, because with a low value fdg the EKF will not -~ o aining the best properties of each one, for instancegif w

ensure the approximation. The best performance is obtain%uld like that M M < 5 but having a mean
by decreasind);. from its theoretical value (obtaining thus (p1) + M(p2) < g

a soft estimated trajectory), but decreasing the entrid3 of

corresponding to the outputs whose approximation must be VI. CONCLUSIONS

improved. In this work, a scheme has been provided for the interpre-
Finally, in order to compare the control scheme introtation of a control law designed forl2C PN system into the

duced here, let us show the results obtained by usingcarresponding/ PN one. The resulting scheme constitutes

different control approach for th&/ PN control feedback a tool for controlling the mean value of & PN system

with Generalized Mutual Exclusion Constraints (GMEC)by means of applying additional delays to the controllable

introduced in [3]. Such control approach is defined fotransitions, i.e., for controlling a performance index bét

safety specifications, according to which a weighted sum afriginal stochastic Petri net.

markings must be limited. In our case, the specificationcdoul This control strategy has been applied to an application

be defined with the following GME®/I(p;)+M(p2) < 10.  example: the stock level control of a Kanban-based automo-

The controller that force the GMEC consists in the additiotive assembly line. The results obtained are positive, sigpw

T
H\H
1

1
%

2

value of4.



the feasibility of the control scheme proposed. Howevas, it

required that the control law designed for thi€' PN system

(8]

be robust enough, since thid PN system is interpreted as
aTCPN with state and output perturbations. Furthermore,[9]
the covariance matrices of thE K F' need to be suitably
adjusted in order to obtain a good closed-loop performanc&o]
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