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LOCATING 3D FEATURES WITH A CAMERA IN HAND

Sagüés C., Montano L., Guerrero J.J.

Dpto. de Ingenieŕıa Eléctrica e Informática
Centro Politécnico Superior, Universidad de Zaragoza
Maŕıa de Luna 3, E-50015 ZARAGOZA, SPAIN

Abstract. This paper presents a procedure to obtain the 3D localization of straight edges from
images taken by a camera-in-hand of a robot. Although location of polyhedral objects can be
obtained from points, there are some advantages when using edges. We present two methods
to compute the localization of edges, directly using the information of their projections in
the image. One of them requires the identification of a tip and five degrees of freedom of the
object are determined. The other do not require point identification, but only four degrees of
freedom are obtained.
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1.- INTRODUCTION

Robotic system performance increases when it is pro-
vided with perceptual capabilities. Different kinds of
sensors have been used to recognize and locate objects
in the workspace: vision, range, and tactile sensors are
some examples.

The importance of vision sensors has been broadly rec-
ognized for robotic tasks, mainly because of the amount
of information which they provide about the objects in
the scene. To obtain 3D location of features, at least,
two images are required, which can be taken by stereo
vision or by a mobile camera.

In active perception for recognition and localization,
sensors are moved to get information from the scene.
In some works, the sensors are moved to get the 3D lo-
cation of the features. In others, the sensor is driven to
gather information of some relevant feature to recognize
the object. Motion allows to modify the point of view
of the sensors, acquiring data from optimal directions of
sensing. This possibility is more important when robot
works in unstructured environments.

When a mobile camera is used, optical flow of the
features in the consecutive images can be analyzed
[Horn 86], [Waxman 85] or correspondence between
features can be searched [Matthies 87b], [Broida 86],
[Tsai 84].

The named works deal with points. The use of edges
in the image renders some advantages. So, they sup-
ply more information from the scene and the position
and orientation of the object can be better determined;
obtaining edges in noisy images is easier and more accu-
rate than points; total overlappings and occlusions are
more difficult when observing edges than when observ-

ing points.

[Matthies 87a] and [Crowley 90] obtain object location
by tracking edge lines but in these works the infor-
mation about the edge is obtained from their points.
[Liu 88] works with edges and states an algorithm to
obtain 3D motion of an object from 6 lines in three im-
ages. [Kim 87] deduces the 3D motion of an object from
3D lines obtained from depth maps.

In this paper we tackle the localization of geometric fea-
tures of static objects in an unstructured environments,
from a mobile vision system located on the hand of an
industrial robot. We consider polyhedral objects built
by vertices, edges and planar surfaces, represented by a
frame attached to them. We use a probabilistic model
to characterize the uncertain locations of the features,
which is presented in §2. In §3 a sensor model based
on this representation is outlined, in which camera and
robot position errors are considered.

We focus this work on obtaining not only location of
points but also on 3D edge location from the informa-
tion of its own projection in the image. In §4 the equa-
tions to obtain the depth of a point and two methods
to obtain the 3D location of edges from camera motion
are presented. Information from points and edges in the
images can be integrated.

In the methods proposed to obtain edge location, the
displacement of its projection has to be tracked, but it is
easier than tracking points, because it can be carried out
although the edge partially disappears from the image.

When camera motion is used to deduce the location of
features, it is necessary to specify the motions to be
made. Most of the related works use simple transla-
tional motions. The exposed methods in this work do



not restrict its application, and they can be used when
translational and rotational motions are commanded.
Evidently, the equations deduced are simplified when
using independent translational motions.

2.- REPRESENTING 3-D OBJECT

GEOMETRIC FEATURES

We deal with polyhedral objects and we consider the
information obtained from points and edges. To repre-
sent the location of these features we use a probabilis-
tic model in which a frame is attached to them. The
location of the feature F in the world reference W is
expressed by the location vector of the frame

W xF = (px, py, pz, ψx, θy, φz)T

where (px, py, pz) is its origin and (ψx, θy, φz) are its
orientation parameters; we choose the Yaw-Pitch-Roll
as the orientation angles.

A vertex is completely defined by its position: the ori-
gin of the frame (px, py, pz). The three orientation pa-
rameters are degrees of freedom (d.o.f.). An edge is
represented by a frame with the x axis fitting its direc-
tion. The two d.o.f. of an edge in the space are related
to one along x axis of the frame and the other to the
rotation around it. Additionally, we have a symmetry
represented by a 180o rotation around the z or y axes
of the frame. As other representations proposed in the
literature, this is overparameterized. In the integration
and recognition process we will remove those parame-
ters associated to d.o.f., because they have not valuable
information (symmetries). In [Tardós 92] a technique
based on selection matrices to take the parameters just
needed is proposed.

To represent the location uncertainty we use a differen-
tial location vector

F e = (δpx, δpy, δpz, δψx, δθy, δφz)T

associated to the feature frame. The true frame location
is obtained as:

W xF = W x̂F ⊕F e = W x̂F ⊕F JW
W e = W JF

F e⊕W x̂F

where W x̂F
4
= E{W xF } is the estimated value of W xF ,

F e and W e are differential vectors in F and W frames,
F JW and W JF are the jacobians to relate the errors
between the references [Paul 81], and ⊕ is the operator
to compose location vectors [Smith 88].

With the probabilistic model used, the location of the
feature is given by the estimated value of the loca-
tion vector (W x̂F ) and the location uncertainty, that
is characterized by the estimated value of the differen-
tial vector (F ê = E{F e} = 0) and its covariance matrix
(Cov(F e)).

So, assuming the hypothesis of gaussian white noise,
W xF is completely defined by W x̂F and Cov(F e)

3.- SENSOR MODEL

A sensor model, based on the probabilistic model pre-
sented in §2, is defined. It is intimately tied to the

camera location on the robot hand. It relates the loca-
tion vector of the feature in the camera reference CxF

and the location vector of the feature in the world refer-
ence W xF , taking into account the uncertainty involved.
This location can be computed as:

W xF = (W x̂R ⊕ Rer ⊕ RxC)⊕ (Ced ⊕ C x̂F )
= (W x̂R ⊕ RxC ⊕ C x̂F ) ⊕

⊕ (F JR
Rer ⊕ F JC

Ced)
= W x̂F ⊕ F es (1)

being:

W x̂R end-effector location vector estimate with
respect to the world reference

Rer robot error vector expressed in its own
reference system

RxC camera location vector with respect to the
end effector

Ced image error vector expressed in camera
reference

C x̂F estimated location vector of the feature with
respect to the camera reference system

F JR jacobian to transform the robot error
between its reference and feature reference

F JC jacobian to transform the image error
between its reference and feature reference

Assuming that Ced and Rer are known, the total error
F es is characterized by its covariance matrix, computed
from (1) as follows:

Cov(F es) = F JR Cov(Rer) F JT
R + F JC Cov(Ced) F JT

C

This covariance matrix has 6 × 6 dimension, but de-
pending on the kind of features being observed (points
or edges) some of its elements have no interpretation.
So, for points, the error vector has the form:

P es = (δpx, δpy, δpz, 0, 0, 0)T

and for the edges:

Ees = (0, δpy, δpz, 0, δθy, δφz)T

The null elements correspond to intrinsic uncertainty
of the features due to their symmetries [Tardós 92] and
they do not need to be characterized.

In this work we only consider the computation of the
estimated values of locations. We are now working in
the characterization of these errors and results will be
reflected in future works.

4.- RELATING 3D LOCATION OF

FEATURES WITH CAMERA MO-

TION

In our sensorial system camera motion is used to obtain
the location of 3D features such as points and edges.
Camera motion brings about the displacement of the



projection of these features in the image. Relating the
measured displacements with the commanded motions,
the location of the features can be obtained. In this sec-
tion, expressions which relate the motion of the camera
between two images and the feature location are de-
duced. The known motion allows to predict the projec-
tion of the feature in the following images, and so eas-
ily find correspondences between them. Using several
images with some integration mechanism, the location
uncertainty is reduced.

4.1.- Localization of Points

In this section, the expressions to relate camera motion
with a point location are summarized.

Let (px, py, pz) be the coordinates of a point in the space
expressed in the camera reference (C), and (x, y) the
image coordinates in the same reference system. As it
is well known, using the central projection model, both
points are related by the equations:

x =
f px

pz
, y =

f py

pz
(2)

where f is the focal length.

If the camera moves by a differential motion
(dx, dy, dz, dψx, dθy, dφz), the expressions relating the
displacement of the point in the image with the six com-
ponents of the camera motion are [Waxman 85]:

[
∆x
∆y

]
=

1
pz

[ −f 0 x
0 −f y

] 


dx
dy
dz


 +

+

[
x y
f

−x2−f2

f y
y2+f2

f
−x y

f −x

] 


dψx

dθy

dφz


(3)

From (3) equations, the pz coordinate of the origin of
the reference system of the point can be obtained. As
can be seen, with the model used, only the translational
motions allow to obtain information about the depth in
the scene. When the translational motions are com-
posed, we have two equations in (3) which combined
will allow to reduce the uncertainty in the pz estimated
coordinate. With pz, the px and py coordinates are
obtained from 2. Taking any orientation parameters
(ψx, θy, φz), the estimated location of a point in the
camera reference is:

C x̂P = (px, py, pz, ψx, θy, φz)T

Finally, the estimated location of the point in the world
reference is:

W x̂P = W x̂C ⊕ C x̂P

4.2.- Localization of Edges

Although edge localization can be obtained from points,
these can not always be identified. Besides, it can hap-
pen that those points disappear as the camera moves,
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Figure 1: Edge reference system (E) and camera refer-
ence system (C)

or become occluded by overlappings. Additionally, cor-
respondence of edges between images can be easier to
extract in a noisy image than of points.

We propose two methods to obtain 3D edge localization:

- Edge with tip. Edge localization is obtained from
the identification of only one of their points (one
tip) and the variation of the angle of its projection
in successive images as the camera moves.

- Edge without tips. In this method, edge localization
is obtained from any point of the edge in the images
(by example the middle point) and the angle of its
projection.

Edge with tip.

The equations to localizate the edge in the image are
deduced from two points. After this deduction, we only
must identify one of the tips of the edge to which the
origin of its reference system is associated.

Let us suppose an edge with its reference system E,
whose location can be expressed in the camera reference
by a transformation CTE (Fig. 1).

CTE =




nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1


 =

[
n o a p
0 0 0 1

]

To localizate an edge in the scene it suffices with
six of the twelve parameters of that transformation
(nx, ny, nz, px, py, pz), because the orientation of y and
z parameters are irrelevant due to the symmetry of the
edge around the x axis. If we take a point of this edge
and we identify it, the elements (px, py, pz) are obtained
as from (2) and (3). The remainder elements are ob-
tained from the angle of the projection in the image.

Let us to choose a point easily identifiable, for example
a tip, whose coordinates are EP0 = (0, 0, 0, 1)T and
other point (EP1) at the end of a unit vector along the
x axis of the reference system of the edge (Fig. 1) whose
coordinates are EP1 = (1, 0, 0, 1)T .

The coordinates of the projection of EP0 is obtained as:

IP0 = PP
CTE

EP0
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Figure 2: Projections and angles of the edge when the
camera moves

being PP the perspective projection matrix:

PP =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 1

f 0




The homogeneous coordinates of this projection point
are:

IP0 =
[
f px

pz
,

f py

pz
, f , 1

]T

The third component of this vector corresponds with z
coordinate of the image plane. So the coordinates of
the point in the image can be written as :

Ip0 = (x0, y0) = (
f px

pz
,

f py

pz
)

Similarly, it can be deduced the coordinates of EP1 in
the image

Ip1 = (x1, y1) = (f
px + nx

pz + nz
, f

py + ny

pz + nz
)

The angle of the line through those points Ip0 and Ip1

is (Fig. 2):

ϕ = tan−1 y1 − y0

x1 − x0
= tan−1 pzny − pynz

pznx − pxnz
(4)

When the camera moves, the coordinates of the points
EP0 y EP1 expressed in the camera reference system
change and their projections in the new image are:

IP′0 = PP dT−1 CTE
EP0 = PP

C′TE
EP0

IP′1 = PP dT−1 CTE
EP1 = PP

C′TE
EP1

where dT is the differential transformation representing
the camera displacement in C reference:

dT =




1 −dφz dθy dx
dφz 1 −dψx dy
−dθy dψx 1 dz

0 0 0 1


 =

[
dR dp
0 1

]

The transformation to express edge location in the new
position of the camera is:

C′TE =




n′x o′x a′x p′x
n′y o′y a′y p′y
n′z o′z a′z p′z
0 0 0 1




where its elements are:

n′x = nx − dφzny + dθynz

n′y = dφznx + ny − dψxnz

n′z = −dθynx + dψxny + nz

p′x = px − dφzpy + dθypz + dx
p′y = dφzpx + py − dψxpz + dy
p′z = −δθypx + δψxpy + pz + δz

(5)

Similarly than above, we obtain the coordinates of both
points in the new image:

Ip′0 = (x′0, y
′
0) =

(
f

p′x
p′z

, f
p′y
p′z

)

Ip′1 = (x′1, y
′
1) =

(
f

p′x + n′x
p′z + n′z

, f
p′y + n′y
p′z + n′z

)

The angle of the line in the new image is (Fig. 2):

ϕ′ = tan−1
p′zn

′
y − p′yn′z

p′zn′x − p′xn′z
(6)

The proposed method to localizate a 3D edge with an
identified tip can be summarized in the following steps:

• Take the first image. Extract the Ip0 coordinates
of the tip of the edge and the ϕ angle of its projec-
tion.

• Move the camera by dT

• Extract the Ip′0 coordinates of the same point and
the ϕ′ angle of its projection in this second image.
The system must find the corresponding point in
both images. It can use (3) equation to predict
its location in the new image and, therefore, the
search can be focused on a reduced window cen-
tered around the prediction.

• Compute p = (px, py, pz)T of the tip of the edge
with (2) and (3) equations. These coordinates cor-
respond with the origin of the reference system at-
tached to the edge.

• From (4), (5) and (6) equations and applying the
orthonormality condition, n2

x + n2
y + n2

z = 1, solve
the system equations to obtain n = (nx, ny, nz)T .
When the motions are simple, it is easy to find
a closed-form expression for n. In other cases, if
rotational motions are involved, the solution can
be found by numerical procedures.

• Compute the location vector C x̂E of the frame of
the edge from p and n as follows:
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Figure 3: Edge without tips localization from two im-
ages

φz = atan2 (ny, nx)
θy = atan2 (−nz, nxcosφz + nysinφz)

(7)

and ψx can take any value. Then, the estimated
location is expressed as:

C x̂E = (px, py, pz, ψx, θy, φz)T

With this method, we directly work with the orientation
of the projection of the edge in the image, but we have
to identify one point on the edge to solve the equations.

Edge without tips

As the identification of one tip is not always possible
(occlusions and overlappings), we propose an alterna-
tive method to obtain the localization of the edge. In
this method it is not necessary to identify any points.
The localization of the edge is computed from intersec-
tion of the projection planes of the edge in both images.

The method proposed can be summarized in the follow-
ing steps:

• Take an image from the scene. Extract the angle of
the projection of the edge (ϕ) and the coordinates
of one of their points (by example the middle point)
Cp1 = (px1 , py1 , pz1)

T . The position of the optical
centre of the camera Cp0 = (0, 0, 0)T is the origin
of the reference system.

• Compute v1 and v2 vectors which belong to the
projection plane of the edge (Fig. 3) as follows:

v1 = (px1 , py1 , pz1)
T

v2 = (1, tan ϕ, 0)T

• Compute the unit vector normal to projection
plane:

Ca1 =
v1 × v2

||v1 × v2||

where × is the cross vector and || || is the modulus
of the vector.

• Move the camera dT . Extract the angle of the
projection of the edge (ϕ′) and one of their points
C′p′1 = (p′x1

, p′y1
, p′z1

)T and the position of the op-
tical centre C′p′0 = (0, 0, 0)T in the new reference
of the camera.

• Compute v′1 and v′2 vectors belonging to the pro-
jection plane of the edge in this camera position as
follows:

v′1 = (p′x1
, p′y1

, p′z1
)T

v′2 = (1, tan ϕ′, 0)T

• Compute the normal to the new projection plane:

C′a2 =
v′1 × v′2
||v′1 × v′2||

• Transform the vector (C′a2) and the point (C′p′0)
to the C reference:

Ca2 = dR C′a2

Cp′0 = dR C′p′0 + dp

• Obtain the direction of the x axis of the reference
system of the edge, which is the direction of the
common perpendicular to Ca1 and Ca2 belonging
to both planes:

n =
Ca1 × Ca2

||Ca1 × Ca2||

• Compute a perpendicular plane to the plane built
by v1 y v2 vectors passing through the point Cp1.
The unit vector of its normal direction can be ob-
tained as:

Ca3 =
v1 × Ca1

||v1 × Ca1||

• Obtain a point p of the edge to locate its reference
system, as intersection of three planes, by solving
the equations:

Ca1
T (p− Cp0) = 0

Ca2
T (p− Cp′0) = 0

Ca3
T (p− Cp0) = 0

• Compute the estimated location vector C x̂E from
p and n as in (7).

As can be seen this procedure is simpler than the ex-
posed above, because is not necessary to find correspon-
dence between points in the images.

With the first method (edge with tip), five d.o.f. of the
edge are determined, because we compute its direction
and one of its points. With the second method (edge
without tip) only four d.o.f. are fixed corresponding
with the d.o.f. of a 3D straight line. Therefore the
first method contributes to a lower uncertainty in the
object location at which the edge belongs. However, in
this case it is necessary to identify a point which can be
difficult.



5.- CONCLUSIONS

In this work we have presented a procedure to obtain
the 3D localization of geometric features as points and
edges, gathered by a camera placed in the hand of a
robot. This camera belongs to an active multisensorial
system been made for the localization and recognition
of objects in the scene.

The aim of this work has been to present two alternative
methods to localizate edges when objects can appear
overlapped or the images obtained are noisy. These
methods are different from those which work with points
and we have proposed to work directly with information
of straight lines.

In the first method, the 3D location of an edge is ob-
tained from an identified point and from the change of
its angle in the image. The method allows to fix five
d.o.f., but it is necessary to find a correspondent point
in the images. The search can be simplified predicting
the projection of the point as camera moves, since this
motion is known.

The second method, allows to locate the edge without
searching correspondences between points in the im-
ages. However only four d.o.f. are fixed, and therefore,
its contribution to locate the object at which the edge
belongs is lower than with the first method.

As camera motions can be controlled, these can be made
as short as desired for easier finding the corresponding
features in the sequence of images or not loosing the
features of interest from the image. As short motions
involve poor resolution, the data of several images can
be fused with an integration mechanism to reduce un-
certainty in the feature and object localization.

We have computed locations without considering the
uncertainty in the sensed features. In future works we
will tackle the uncertainty taking into account the cam-
era and robot motion errors, and using the probabilistic
model we have presented.

ACKNOWLEDGEMENTS

This work was partially supported by project ROB91-
0949 of the Comisión Interministerial de Ciencia y
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