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Docencia: 6 ECTS 

 Trabajo del estudiante, 150 horas: 
 Clases magistrales:  30 horas 

 Clases de problemas: 15 horas 

 Clases de prácticas: 15 horas 

 Estudio personal:  80 horas 

 Evaluación:  10 horas 

 Horario de clase 
 Teoría: lunes 12h-14h, martes 11h-12h 

 Prácticas (L1.02): jueves 10h-12h, 6-7 sesiones 

 Tutorías: mejor bajo demanda 
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Evaluación 

La evaluación consta de tres partes, 100 puntos: 

1. Examen: 80-100 puntos. Mínimo 4 sobre 10 
 Teoría, problemas 

2. Cuestiones sobre las prácticas de laboratorio: 0-20 puntos 

 

 Las notas obtenidas en cada parte en C1 se mantendrán para C2 del 
mismo curso, pero no para convocatorias de cursos distintos 
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Prácticas 

 6 sesiones de 2 horas en el laboratorio L1.02 
 NO se entregan memorias, 

pero es recomendable realizarlas para disponer de ellas en el examen 

 Se realiza una evaluación de cada práctica (cuestiones más relevantes) 

 Un grupo: lunes 10h-12h 

 Módulo I: Vectorización x86 
 3 sesiones: 2F, 16F, 2M 

 Arquitectura x86-64 con SO CentOS 

 Módulo II: Programación de computadores 
de memoria compartida con OpenMP 
 3 sesiones: 16M, 13A, 27A 

 Sistemas: 

 Arquitectura x86-64 con SO CentOS  

 Arquitectura ARM (RISC) con SO CentOS (pilgor) 
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Trabajos dirigidos 

 Carácter optativo 

 Pueden subir nota 

 Estamos abiertos a cualquier propuesta, individual o colectiva 

 Ejemplos 
 Vectorización sobre otras arquitecturas: 

 ARM Neon (pilgor) 

 ARM SVE 

 RISC V 

 Caracterización de programas mediante contadores hardware 

 Medidas de energía y potencia en programas paralelos 

 Overclocking con refrigeración forzada y eficiencia energética 
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Programa 

 MÓDULO I  (1/2) 

 Procesadores Vectoriales Segmentados 

 Supercomputadores “clásicos” 

 Extensiones multimedia, Intel AVX 

 

 MÓDULO II (1/2) 

 Multiprocesadores Memoria Compartida  

 Chips multiprocesador (multicore, CMPs) 
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Destrezas, habilidades, competencias 

 Claves del rendimiento de un computador paralelo 
  velocidad 

  memoria 

  energía 

 Compra o venta de servidores de cálculo 

 Vigilancia tecnológica: saber evaluar una compra 
y presentar una oferta desde el punto de vista técnico 

 Introducción a la investigación experimental 

 Metodología experimental: diseñar experimentos, medir 
tiempos y eventos (máquina real o simulador), analizar, 
diseñar mecanismos hw-sw para aumentar el rendimiento 



Multiprocesadores - Presentación 8 
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Lecturas 

 Módulo I 
[HPK25]: Chapter 4, Appendix G, I 

 

 Módulo II 
[CSG98] caps. 1, 5, 6 y 8 

[DaTo04] cap. 1, 2, 3, 8, 12, 22 

[HPK25] cap. 5, Appendix I 

[DAS12] todo 

[SHW11] todo 

[Baer09] pp. 241-245 (IBM Power 4-5-6) y cap. 7 
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Otra información de interés 

 Sitio web de la asignatura 
 Moodle 

 http://webdiis.unizar.es/~chus/docencia/mp/ 

 https://github.com/universidad-zaragoza/Multiprocesadores 

 Material disponible 
 Transparencias de clase 

 Colecciones de problemas 

 Enunciados de prácticas 

 Lecturas 

http://webdiis.unizar.es/~chus/docencia/mp/
https://github.com/universidad-zaragoza/Multiprocesadores
https://github.com/universidad-zaragoza/Multiprocesadores
https://github.com/universidad-zaragoza/Multiprocesadores
https://github.com/universidad-zaragoza/Multiprocesadores


¡Un poco de motivación! 
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https://www.amd.com/en/products/cpu/amd-epyc-9654 

https://www.amd.com/content/dam/amd/en/documents/products/epyc/epyc-9004-series-processors-data-sheet.pdf 

Procesadores AMD EPYC serie 9004 
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AMD 4th generation EPYC Genoa 

19 
Zen4. HotChips 2023.  

Multi-chip module (MCM) CCD (Core Chipset Die) 

Package: 75.4 x 72 mm 



Zen 4 execution engine 

 x86-64 architecture 

 6.75K op cache 

 Issue: 8INT + 6FP uops/cycle 

 Integer RF: 224 x 64b 

 FP/vector RF: 192 x 512b 

 320-entry ROB 

 L1: 2 load + 1 store 

 2 threads per core 

DP, sin FMA  4 UFs x 4 ops/UF x 96 cores x 2.4 GHz = 3.7 TFLOPS 
DP, con FMA  5.5 TFLOPS (2 FMAs + 2 FADDs) 
SP, sin FMA  4 UFs x 8 ops/UF x 96 cores x 2.4 GHz = 7.4 TFLOPS 
SP, con FMA  11.1 TFLOPS  
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Servidores Altas Prestaciones 
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 Supermicro 
 https://www.thinkmate.com/system/hdx-qn8-52e4 



Heterogeneous Multicore Chips 
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Some of them for efficiency 
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Some of them for high performance 
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Some of them for specific purpose 
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General overview. Also P and U - series 

 

Multiprocesadores - Presentación 27 



28 

Procesadores altas prestaciones 

 x86 
 AMD EPYC Serie 9005 

 192 núcleos (9965), Zen5 (Turín) 

 Intel Xeon Scalable 6 

 144 núcleos (6780E), "Granite Rapids" y "Sierra Forest" 

 Power: IBM Power10 
 30 núcleos, SMT8 

 ARM Neoverse V2 
 NVIDIA Grace CPU Superchip: 2 x 72 núcleos 

 AWS Graviton4: 96 núcleos 

 RISC-V 
 Ventana Veyron V2: 192 núcleos 

 



Ejercicio 1: Simulando y cocinando con el EPYC 9654 

 Vitro LG KA60530A: 2.3kW en 3.14 x 1102 = 38013.36 mm2  

 AMD EPYC 9654: ……  W en  …….  mm2  

 Caben unos …………. 

 Disiparía  …………….. 

 Max FLOP/ciclo ? 

 Sin multiply/add 

 Con multiply/add 

 Tiempo simulaciones 
aerodinámicas sin FMA: 

 Ala estacionaria 1018 

 Ala turbulenta 1020 

 Avión turbulento 1023 

 Coste simulaciones? 
(0.17 €/KWh) 

 

 


