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Abstract With the proliferation of low-cost, consumer level, head-mounted dis-
plays (HMDs) we are witnessing a reappearance of virtual reality. However, there
are still important stumbling blocks that hinder the achievable visual quality of
the results. Knowledge of human perception in virtual environments can help over-
come these limitations. In this work, within the much-studied area of perception
in virtual environments, we look into the less explored area of crossmodal percep-
tion, that is, the interaction of different senses when perceiving the environment.
In particular, we look at the influence of sound on visual perception in a virtual
reality scenario. First, we assert the existence of a crossmodal visuo-auditory ef-
fect in a VR scenario through two experiments, and find that, similar to what has
been reported in conventional displays, our visual perception is affected by audi-
tory stimuli in a VR setup. The crossmodal effect in VR is, however, lower than
that present in a conventional display counterpart. Having asserted the effect, a
third experiment looks at visuo-auditory crossmodality in the context of material
appearance perception. We test different rendering qualities, together with the
presence of sound, for a series of materials. The goal of the third experiment is
twofold: testing whether known interactions in traditional displays hold in VR,
and finding insights that can have practical applications in VR content generation
(e.g., by reducing rendering costs).

Keywords 3D graphics and realism · Virtual reality · Crossmodal perception ·
Material perception

1 Introduction

During the last years, we are witnessing a reappearance of virtual reality (VR).
New applications are developed every day, going far beyond entertainment and
gaming, and including advertising [58], virtual tourism [19], prototyping [51],
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medicine [27], scientific visualization [26], or education [52], to name a few. There
are still important stumbling blocks that hinder the development of more ap-
plications and reduce the visual quality of the results; examples include limited
spatial resolution, chromatic aberrations, tracking issues, limited processing ca-
pability leading to lag, subsequent motion sickness, or content generation [62]. A
relevant area which has received quite some interest but remains full of unanswered
questions and open problems is how our perception is modified or altered when
immersed in a virtual environment. Knowledge of human perception in virtual
environments can help overcome the aforementioned current limitations. In the
past, perception has been leveraged in many computer graphics-related areas such
as rendering [41], material modeling and acquisition [57], or display [31]; a good
review of applied perception in graphics can be found in the course by McNamara
and colleagues [34].

In this paper, within the much-studied area of perception in virtual environ-
ments, we chose to look into the less explored area of crossmodal perception in
HMDs, that is, the interaction of different senses when perceiving a virtual envi-
ronment through a headset. HMDs are different from traditional displays in that
they provide a more realistic and immersive experience, as well as introducing ad-
ditional degrees of freedom (the user now controls the camera), spatialized sound,
increased field of view, and more visual cues (e.g., motion parallax). Specifically, we
looked at the influence of sound on visual perception in a virtual reality scenario.

Crossmodal perception, and in particular the interaction between visual and
auditory stimuli, has been studied before in real scenes and on conventional dis-
plays. The crossmodal effect between these two sensory inputs has been assessed
and documented in different works [49,56,54], which state, among other conclu-
sions, that the presence of sound can alter the visual perception.

This paper is an extension of our previous work [1], where we replicated a
well-known crossmodal perception experiment [49]. We found that crossmodal in-
teraction was indeed present in VR, and that its effects persisted even in the
presence of more complex stimuli. These experiments are described in Section 3.
We further extend this initial work by, once we have asserted the presence of
a visual-auditory crossmodal effect, analyzing the effects of sound in the visual
perception of materials, in order to find practical applications for VR. This new
experiment is described in Section 4 and constitutes the main contribution of
the present work. Generating content for VR headsets requires rendering complex
scenes in real time, at high resolution and at, ideally, at least 60 fps, which comes
at a large computational cost, specially if the aim is to obtain a realistic appear-
ance. Different works have investigated how visual perception is affected in VR,
partly with the aim of reducing this rendering cost [5,38]; conversely, other works
have analyzed the effect of sound in material perception, but not in an immersive
environment [6,30]. In this work we have taken the first steps towards analyzing
the influence of a visual-auditory effect on material perception in VR (Section 4),
providing insights that can be used in the future to reduce computational costs,
or improve the quality when rendering complex appearances. In particular, the
research questions we investigate in this paper are the following:

– Manifestation of the crossmodal effect in VR environments with increasing
complexity.
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– Influence of crossmodal interactions in material perception in immersible VR
environments.

2 Related Work

2.1 Crossmodal interactions

Nowadays, a popular view in neuroscience holds that the human brain is structured
into a large number of areas in which information is highly separated [13]. This
perspective assumes that mental processes such as perception -but also emotions
or intentions- are limited to neural processes inside the brain and confined to
particular areas. In the same way, it is often assumed that inputs coming from
different perceptual modalities are processed in the brain independently and in
different brain regions [47].

However, the feeling of unified perceptions of objects and events is an ordinary
experience. It suggests that information from different sensory modalities must
somehow be bounded together in the brain in order to represent a single object
or event [39]. This assumption is cornerstone in most recent alternative neuro-
dynamic views (as for example, bodily and sensorimotor approaches) in order to
propose solid explanatory alternatives to traditional and internalist perspectives of
brain organization [60,65]. In these alternative approaches, multisensory percep-
tion processes and different sensory modalities are understood as closely related
through flexible integrations of the dynamics of brain by means of the emergence
of transient assemblies of neural synchronization when a unified perception arises
[28]. Thus, a complete understanding of perception would require to know the
different ways in which one sense modality is able to impact another, creating
crossmodal illusions [54]. If we understood the interactions among perceptual
modalities, we could shed light on the true mechanisms that support perceptual
processes.

It is worth highlighting that, until very recently, the neural principles of multi-
sensory integration and crossmodal illusions have remained unexplored. The mod-
ular view of the brain has been so strong with respect to the visual stimuli that it
has been considered in the past as independent from other modalities. However,
in recent years the interest in understanding crossmodal phenomena and illusions
has increased substantially [56]. Some of the deeper studies are those involved in
alterations between auditory and visual senses. The best known example amongst
these is the ventriloquism effect which refers to the perception of speech sounds as
coming from a different direction than its real source, forced by the influence of
visual stimuli from an apparent speaker [20]. Another well-known example is the
McGurk effect [33] where lip movements of a subject are integrated with different
but similar speech sounds.

In this work we first investigate the effect of auditory spatial information on
the perception of moving visual stimuli. We focus on the case of motion perception
because previous studies have suggested that there should exist common neural
substrates between the visual and auditory modalities [55]. The work is inspired
in a classical experiment developed in the 90s where sound influenced ambiguous
visual motion perception as proposed by [49]. The authors found that when two
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objects -in a virtual and ambiguous simulation- moving along crossing trajecto-
ries reached the same position and then moved apart, they would be sometimes
perceived by participants in the study as if moving on a constant trajectory and
crossing. However, in other cases, participants reported that the objects reversed
their direction as they would do following a collision. Sekuler et al. [49] discovered
that this ambiguity was solved when a sound emerged at the moment of coinci-
dence of the objects, as this would show that the sensory information perceived
in one modality (audition) could modulate the perception of events occurring in
another modality (visual motion perception). Although the crossmodal effect re-
ported by Sekuler and collaborators was accused of simply showing a cognitive
limit rather than a genuine crossmodal perceptual effect, the authors opened the
debate regarding the perceptual nature of many other crossmodal illusions between
visual and auditory stimuli. For instance, the effect known as sound-induced flash
illusion [55,53] showed how the perception of a brief visual stimuli could be al-
tered by concurrent brief sounds. When a single flash of light was showed together
with two beeps, the perception changed from a single flash to two flashes. The
reverse illusion could also occur when two flashes were accompanied by a single
beep (which would be then perceived as a single flash). Auditive clues have also
shown to affect object recognition when added to visual information as Suied et
al. [59] show in their work.

Regarding crossmodal interactions in VR environments, several works have
used a crossmodal effect to modify the user’s visual perception. For example, Nils-
son et al. [36] explore redirection techniques for virtual walking with audiovisual
stimuli and Maculewicz et al. [29] explore the influence of sound in walking inter-
actions. Crossmodal interactions with binaural sound have also been used in VR to
reduce the time to complete a given search task [22] and to compensate for distance
compression [11]. Binaural sound has been used in AR to enhance the presence of
a virtual object by producing virtual sound effects [3]. Also, moving sounds have
been used to induce the sensation of circular [42] and linear [61] vection in VR.
Visuo-haptic interactions have also been used in redirected walking techniques
in Matsumoto et al.’s “unlimited corridor” experiment [32]. Lately, crossmodal
visuo-haptic applications are gaining more attention as haptic devices get more
accurate and reliable, such is the case of virtual body ownership illusions [25].
Crossmodal interactions can also play a role in intangible cultural heritage (ICH)
modelling [10,40], for example the project i-Treasures [9] relies on sensorimotor
learning through an interactive 3D environment to contribute to the transmission
of cultural expression.

2.2 Crossmodal material perception

The majority of works in material perception deal with the unimodal case of
visual-only material representations, trying to understand how humans perceive
the reflections of light in material surfaces. The influence of shape in material
perception is studied by Vangorp et al. [64]. In addition, Vangorp [63] also studies
visual material perception in realistic computer graphics. Material classification in
visual and semantic domains was investigated by Fleming et al. [12]. Other works
in material perception study sound-only representations. For example, Klatzky
et al. [24] analyze the relation between material perception and contact sounds.
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Avanzini and Rocchesso [2] and Giordano and McAdams [16] use contact sounds
to classify different materials. Grassi [17] analyzes the influence of contact sounds
in the perceived size of an object. Here we focus, however, in the multimodal case.

Several works assert that material perception in humans is multimodal by
nature. The use of different modalities interplays in an unknown way to give us
more information. Among them, the most used combination in computer science
is the association of vision and sound, of which we include here some examples.
Mishra et al. [35] show the influence of audio in color perception. Taking one
step further, Fujisaki et al. [14] studied the audiovisual information integration in
the perception of materials. Later, they also studied [15] if a common subjective
classification could be found in the perceived properties of wood regarding audio,
visual and touch information. Grelaud et al. [18] take advantage of crossmodal
perception to improve audiovisual rendering for games, showing that the object’s
impact sound and its quality affects the perceived visual quality of the material.
Following a similar reasoning, Waltl et al. [66] improve the immersive sensation of
a virtual environment through different sensory effects. Finally, Rojas et al. use
different sound cues to modify the perceived visual quality on various works [44,
46,45,43].

The two closest works to our own are the work of Bonneel et al. [6], and the
work of Martin et al. [30]. Bonneel et al. [6] combined and analyzed levels of detail
in audiovisual rendering. They designed a study in which subjects compared the
similarity to a reference of sequences rendered with different auditory and visual
levels of detail. The results of their study show that high quality sound improves
the perceived similarity of a lower-quality visual approximation to the reference.
Martin et al. [30] performed two experiments. In the first experiment the users
were presented a full collection of materials in different presentations (visual, au-
ditory and audiovisual) and were asked to rate different attributes. As a point of
reference, subjects also performed all ratings on physical material samples. A key
result of the experiment was that auditory cues strongly benefit the perception
of certain qualities that are of a tactile nature (like hard/soft, rough/smooth).
A follow-up experiment demonstrated that, to a certain extent, audio cues can
also be transferred to other materials, exaggerating or attenuating some of their
perceived qualities. Both works hint at the unified and integrated nature of per-
ceptual constructs, and how no particular modality of sensorial perception can be
characterized entirely in isolation from the others. In this work we look at these
interactions in a virtual environment seen through a HMD; it is the first time, to
our knowledge, that these experiments are performed within a VR scenario.

3 Crossmodal interaction

We have first performed two experiments in order to determine how much an
immersive environment interferes with the crossmodal interaction between the vi-
sual and auditive systems. Our experiments are based in the work of Sekuler et
al. [49], where they explore the perceptual consequences of sound altering visual
motion perception. In their experiments, they showed two identical disks that
moved steadily towards each other, coincided, and then continued in the same di-
rection. This scenario is consistent with two different interpretations: either the two
spheres did not collide and continued in their original directions (they streamed),
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or they collided and bounced, changing their traveling direction. The goal of the
experiment is to analyze whether a sound at the moment of the impact can affect
the interpretation of the scenario.

We build upon Sekuler et al.’s work, and extend their experiment to virtual
reality, aiming to explore the consequences on crossmodal interactions of intro-
ducing the user inside a more realistic and complex environment presented with a
head mounted display (HMD).

3.1 Experiment 1

Goal We first reproduce the experiment described in Sekuler et al.’s work both in
a regular screen and in a HMD (Oculus Rift DK2 ). The goal of this experiment was
to test whether the effect of sound altering visual motion perception as reported
in the experiments carried out by Sekuler et al. is also observed when reproduced
in a virtual environment with an HMD.

Stimuli The visual stimuli were rendered with Unity. They consisted of two spheres
with radius 0.5 degrees, placed over a white plane. The material of the spheres was
brown and very diffuse to avoid introducing additional visual cues. The two spheres
were initially separated by a distance of 4.2 degrees, and moved towards each other
at a constant speed of 6 degrees per second. After they coincided, they continued
moving without changing their original direction. We show in Figure 1 the initial
layout of the scene. In this scenario we presented three different visual conditions:
the spheres moved continuously, paused one frame at the point of their coincidence,
or paused two frames at the point of their coincidence1. These three visual condi-

Fig. 1 Initial layout of the scene for Experiment 1.

1 The original experiment [49] reported frames in a regular analog screen whose typical
framerate is 25 frames per second. Since the framerate of our screen and the HMD (Oculus
Rift) were very different, we adjusted the pause to last 1/25 seconds. Therefore, throughout
the paper the terminology is as follows: one frame is equivalent to 1/25 seconds, and two frames
are equivalent to 2/25 seconds.
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tions were presented together with one of the four following auditory conditions:
no sound, accompanied by a brief click sound (frequency of 2000 Hz, duration
of 3 milliseconds) triggered 150 milliseconds before or after the coincidence, or
accompanied by a brief click sound at the point of coincidence.

Participants Thirteen participants took part in the experiment (three female, ten
male), with ages ranging from 18 to 28 years. All the participants volunteered
to perform our experiments, and they were not aware of the purpose of each
experiment. They were requested to fill a questionnaire about visual health, and
we conducted a stereoscopic vision test to discard those participants with defective
depth perception. They all had normal or corrected-to-normal vision.

Procedure During the experiment we presented a total of twelve different condi-
tions to each participant, three visual (continuous movement, pause one or two
frames at the coincidence) and four auditory (no sound, sound at, before, or af-
ter the coincidence). Each of these conditions was presented ten times, making a
total of 120 trials that appeared in a random order. We performed two blocks of
the same experiment ordered randomly: one displayed on a regular screen (Acer
AL2216W TFT 22”), and the other one displayed on an HMD (Oculus Rift DK2 ).

Before the HMD block, the lenses of the Oculus Rift DK2 were adjusted to
the participant eyes. We additionally introduced a training session before this
block, where we showed two spheres at different depths and the participant had to
choose which one was closer. We presented ten trials of the training with spheres
at random depths. With this training the user gets used to the device, setup, and
answering procedure.

We guided the participants through the test by showing several slides with
descriptions of each phase of the experiment. After each trial, a slide was displayed
with the question “Did the spheres bounce or stream?”, and a visual aid indicating
the participant to answer with a mouse click (right or left).

Analysis and results We use repeated measures ANOVA to test the influence of
each of the conditions independently in the observed responses. For every partici-
pant, we take into account the answer (bounce or stream) in each of the ten trials.
We need the repeated measures scheme because we measure the same independent
variables (e.g., frames paused) under different conditions performed by the same
subjects. We fix a significance value (p-value) of 0.05 in all the tests, and in those
cases in which results from Mauchly’s test of sphericity indicate that variances
and covariances are not uniform, we report the results with the corresponding
correction applied to the degrees of freedom (Greenhouse Geisser correction [7]).
Prior to the analysis, we perform outlier rejection as detailed in the Appendix. We
have three factors or variables of infuence: (i) the overall influence of the display
(2D scene presented on a screen, or 3D environment presented on an HMD); (ii)
the influence of the sound when the spheres collide; and (iii) the influence of the
length of the pause at the point of coincidence between the spheres. Results are
presented in Table 1. We can conclude that all three factors have a significant effect
in the percentage of bounce responses, since all the p-values are below 0.05. We
show in Figure 2 the mean percentages of bounce responses for the tested factors
(error bars represent the standard error of the mean). We observe that the per-
centage of bounce responses decreases when using the HMD display. However, the
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Table 1 Results (F-test and significance) of the analysis of the data with repeated measures
ANOVA for Experiment 1. We test the influence of three factors in the perceived percentages
of bounce responses.

F Sig.
Sound vs percent. bounce 83.664 0.000
Pause vs percent. bounce 63.528 0.000
Display vs percent. bounce 13.176 0.000

Fig. 2 Aggregated percentages of bounce responses and corresponding error bars (standard
error of the mean) for the Experiment 1. From left to right: Percentages for two display
conditions (screen or HMD), percentages for four auditory conditions (no sound, sound at,
before, or after the moment of coincidence of the spheres), and percentages for three visual
conditions (continuous movement, pause one, or two frames at the point of coincidence of the
spheres).

main findings of Sekuler et al.’s work hold: a sound at the moment of coincidence,
and a pause of two frames at the point of coincidence promote the perception of
bouncing. We believe that the decrease in perceived bouncing in the tests with the
HMD comes from the increase in the amount of visual cues due to the stereoscopic
view. Sound promotes perception of bouncing when compared with the absence
of sound; however, it has significantly less effect when reproduced after the point
of coincidence. Still, there is a high tolerance for asynchrony between the sound
and the visual input: even when the sound is delayed, the percentage of bounce re-
sponses increases. Also, as reported previously by Sekuler and others [49,4,48], the
overall percentage of bounce responses increases with the duration of the pause.

3.2 Experiment 2

Goal The goal of this experiment was to test whether a more complex scene could
influence the crossmodal effect of sound altering visual motion perception. In order
to do this, we increase the realism of the scene in three different ways (we term
them three blocks) while keeping the proportions between distances and speed of
the spheres of the original experiment.

Stimuli The visual stimuli were rendered once again with Unity. We designed a
new scene where the spheres are placed on a white table, inside a furnished room,
and with a more realistic illumination. With respect to the first experiment we also
increased the size of the spheres to 1 degree of radius, and the distance between
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them to 8.4 degrees, to make them more visible. A screenshot of the initial layout
of the scene for the first block of the experiment is shown in Figure 3, left. For
the second block of the experiment, starting from the scene in the first block, we
additionally introduced two more visual cues to the spheres. First, we increased
the glossiness of the material of the spheres, and second, we slightly lifted the
spheres over the table in order to have more visible shadows (see Figure 3 middle).
Finally, for the third block of the experiment, starting from the scene in the first
block, we also rotated the plane of the collision between the spheres. We show a
screenshot of the initial layout for this block in Figure 3 right.

Fig. 3 Initial layout of the scene for the three different blocks in Experiment 2. Left: increased
radius of the spheres (block 1), middle: increased radius of the spheres and additional visual
cues (block 2), and right: increased radius of the spheres and rotated plane of the collision
(block 3)

Participants Twenty seven participants took part in the experiment (two female,
twenty-five male) with ages ranging from 19 to 32 years. As in the previous exper-
iment, participants volunteered and took a questionnaire about visual health, and
a stereoscopic depth test to assure that they all had correct depth vision. They all
had normal or corrected-to-normal vision.

Procedure During the experiment we presented a total of six different conditions,
two visual (continuous movement, pause two frames at the coincidence), and three
auditory (no sound, click sound at, or after the coincidence). Based on the results
of the first experiment we removed the visual condition with a pause of one frame
because the percentage of bouncing perceived was similar to the one perceived
with the pause of two frames, and the auditory condition corresponding to the
sound before the coincidence, also because of its similarity with the sound after
the coincidence. Each of these conditions was presented ten times, making a total
of 60 trials that appeared in a random order. All the blocks of the experiment
were presented in the HMD, and each participant performed three randomly
ordered blocks that corresponded to the three scenes described in the Stimuli
section, totalling 180 trials per subject. Before starting the test, the participants
performed the same training described in Experiment 1.

Finally, in this experiment the slides with instructions about the test were
shown on a frame on the back of the room striving to preserve as much as possible
the realism of the environment.
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Fig. 4 Aggregated percentages and error bars (standard error of the mean) for the Experi-
ment 2. From left to right: Percentages for the three different scenes or blocks (increase in the
size of the spheres, additional visual cues in the spheres, or rotated plane of the movement);
percentages for three auditory conditions (no sound, sound at, or after the moment of coin-
cidence of the spheres); and percentages for two visual conditions (continuous movement, or
pause two frames at the point of coincidence of the spheres).

Analysis and results Again, we wanted to test three factors: the influence of each
of the three scenes (three blocks), the influence of the sound when the spheres
collide, and the influence of the pause at the point of coincidence between the
spheres. Similarly to Experiment 1, we perform a repeated measures ANOVA;
results are presented in Table 2. In Figure 4 we show the mean percentages of
bounce responses for the tested factors, and the associated error bars representing
the standard error of the mean. The analysis with the ANOVA reveals that, as

Table 2 Results (F-test and significance) of the analysis of the data with repeated measures
ANOVA for Experiment 2. We test the influence of three factors in the perceived percentages
of bounces.

F Sig.
Sound vs percent. bounce 124.137 0.000
Pause vs percent. bounce 845.386 0.000
Scene vs percent. bounce 0.022 0.979

before, there is a significant effect of the sound, and the pause in the perceived per-
centage of bounces. However, the p-value for the test with different scenes is very
high, therefore we cannot draw any significant conclusion about the relationship
between the three different scenes and the observed percentage of bouncing. When
comparing Experiments 1 and 2 we can see that even when increasing the level
of realism of the scene, the crossmodal effect of the sound altering the perceived
motion still holds, although there is a general shift downwards of the percentage
of bounce responses which can be observed by comparing the corresponding per-
centages of Figures 2 and 4. This shift downwards is possibly due to the presence
of additional cues; however the high p-value of the scene factor, further indicates
that there is no significant difference on the effect on crossmodal interaction be-
tween the three scenes (blocks) tested (i.e., no cue has proven to be significantly
stronger or weaker in the detection of bouncing).
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4 Crossmodal material perception

Once we’ve proven that crossmodal interactions hold in VR we aim to analyze
whether these interactions influence material perception. Our goal is twofold: we
want to increase once more the stimuli complexity (not just a single sound with
equal spheres, but different sounds paired with different visual stimuli), as well as
determine if the presence of sound could help improving the immersion experience
in VR environments, or even reducing its rendering costs. We have performed an
experiment in order to determine how much the perception of material appear-
ance is affected in virtual environments when a crossmodal interaction (visual and
auditory stimuli) is presented in comparison with unimodal stimuli (only visual
stimuli).

4.1 Experiment 3: Description

We use a HMD to determine if the presence of a collision sound can alter the
perceived appearance of a material in a virtual environment. We presented dif-
ferent materials and asked the participants to rate a set of perceptual attributes.
This attributes included low-level perceptual traits (soft/hard, glossy/matte, and
rough/smooth), and high-level descriptors of appearance (realistic, metallic-like,
plastic-like, fabric-like, and ceramic-like). We chose these attributes because they
are discriminatory [50], and they have also been used previously for assessing the
interactions of sound and visual stimuli [30]. The participants wore isolating head-
phones (Vic Firth SIH1) during the experiment and they provided answers to the
rating questions with a Xbox controller.

Stimuli The visual stimuli were rendered in Unity with the default material model
(GGX ). In the visual-only stimuli, they consisted on a sphere placed in front of
the camera. In the audiovisual stimuli, the same sphere was presented, but this
time with a wooden drumstick hitting it periodically from behind. Figure 5 shows
an example of an audiovisual stimulus. The auditory stimuli were recorded mono
sounds from the MIT hit sounds dataset [37], that were synchronised to play when
the drumstick hits the sphere (in the MIT hit sounds database, it is also a wooden
drumstick that is used to produce the sounds). We virtually placed sound sources
in the 3D scene, effectively spatializing the mono sound regarding the participant
and the sphere’s relative position. Note that this is different from using stereo
sound tracks, since participants actually perceive a 3D audio effect (i.e., they
perceive effects such as head-shadowing). The same sound was always presented
for the same material, regardless of its rendering quality. We used four different
materials for the sphere. The materials were modeled in Unity and chosen to cover
a range of material categories, which are chosen based on the types of materials
present in the MERL database. In particular, we have: metal, fabric, plastic, and a
phenolic material, (a specular material typically used as coating and to which we
associated a ceramic-like sound). Each of the materials was presented twice: one
with Unity’s light-probe default rendering illumination quality (high resolution,
128 samples) and another with a reduced quality (low resolution, 32 samples).
Figure 6 shows these eight combinations. The illumination in all cases was the
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environment map St. Peters, from the Light Probe Image Gallery [8], since real-
world illumination, and that environment map in particular, facilitates material
discrimination tasks [12].

Fig. 5 Left: The panel with the attributes that the participants had to rate. With the con-
troller’s joystick they could set the rating value and move between the attributes and the
”next” button. Right: Presentation of a stimulus in the scene, showing both a sample sphere
and the wooden drumstick.

Fig. 6 Each column shows one of the four possible materials used in the experiment. From left
to right: Phenolic, metal, plastic, and fabric. Each row shows the material on high resolution
(top) and low resolution (bottom).

Participants Thirteen new participants took part in the experiment (two female,
eleven male), with ages ranging from 19 to 29 years. They all had normal or
corrected-to-normal vision. Similarly to the two previous experiments, all partici-
pants took part in a questionnaire and a stereoscopic depth test.
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Table 3 Conditions in our experiment.

Low res. High res.
Visual only C0 C1

Audiovisual C2 C3

Procedure During the experiment we presented a total of 24 different stimuli to
the participants (4 (materials) × 2 (quality levels) × 2 (modalities) + 3 (control
materials) × 2 (modalities) + 2 (training stimuli)). Each of the stimuli was shown
once. First, a brief explanation of the procedure and the attributes to be used was
made. Then, the participants underwent a training with two different stimuli to
make sure they understood what they were being asked to do and to learn how the
controller worked. This training helped the user to get used to the device, setup,
and answering procedure.

The experiment was divided in two different blocks, with a total of four con-
ditions (see Table 3): visual-only stimuli ({C0, C1} for the low and high quality
rendering, respectively) and audiovisual stimuli ({C2, C3} corresponding to the
low and high quality rendering, respectively). The order of these two blocks was
randomized: Half the participants started with visual-only stimuli and the other
half with audiovisual stimuli. Each of the blocks had 11 different stimuli (the four
materials were presented in low and high quality, and there were 2 control mate-
rials). The presentation order of the stimuli within a block was also randomized,
although ensuring that two qualities of the same material did not appear succes-
sively. To the left of the stimuli, a panel with the questions of the experiment
was presented (Figure 5, left). Each stimulus, together with the questions, was
displayed for 60 seconds. At the end of the 60 seconds, only the questions panel
remained. A counter showing the remaining time before the stimulus disappeared
was also displayed to make the user aware of the remaining time. Each question
pertained to an attribute and a 7-point scale was used to provide the rating answer.

If the participant had rated all the attributes before the 60 seconds had passed,
she could move forward to the next stimulus. Between each pair of stimuli, a gray
screen with a red cube appeared so that the participants could take a rest if
needed before continuing the experiment. The next stimulus appeared when the
participants aligned a visual target with the red cube; in this way we also ensured
that they were all looking at the same point of the scene when each stimulus is
first presented.

The following subsection describes the analysis performed on the gathered
rating data, and the insights drawn from it.

4.2 Experiment 3: Analysis and results

For the analysis we first performed outlier rejection by using our control mate-
rials: subjects were discarded when they did not provide a reasonable answer to
the attribute glossiness in our control materials (see Figure 7). We discarded two
subjects with this procedure, leaving a total of eleven users to analyze. We tested
our data for normality using the Shaphiro-Wilk test, which is well suited for small
samples. The ratings for all our attributes did not present a normal distribution
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Table 4 Summary of the results (significance) of the analysis of the data with Wilcoxon
Signed-Rank tests for Experiment 3. We compare the mean value of the attribute assigned to
the material for the specified conditions.

Mat. Att. Cond. Sig.
Influence
of resolution

Metallic Glossy C0<C1 0.041

Influence
of sound

Metallic Plastic C0>C2 0.041
Metallic Metallic C0<C2 0.048

Phenolic Plastic
C0>C2 0.027
C1>C3 0.017

Phenolic Ceramic
C0<C2 0.027
C1<C3 0.017

(p < 0.05), we therefore turned to non-parametric methods to carry out the anal-
ysis of our four conditions. For each material and for each attribute we perform
pairwise comparisons between the four conditions ({C0, C1, C2, C3}) by using the
Wilcoxon Signed-Rank test. This test is a nonparametric equivalent to the depen-
dent t-test, and can be used to investigate changes in ratings when subjects are
presented to several conditions. Following Kerr and Pellacini [23] we consider sig-
nificant p-values below 0.1, which indicates a 90% confidence that the means of
the two different conditions differ. Our main insights are summarized in Table 4,
and described in detail in the following.

Fig. 7 Control materials used to discard outliers. We discarded a subject if her rating for
the attribute glossiness was above 2 for a very diffuse material (left), or below 6 for a very
specular material (right), on a 7-point scale.

Influence of resolution The resolution of the light-probe plays an important role in
the perceived glossiness of the material, as can be seen in Figure 8. This resolution
affects the specular reflections (see Figure 6), therefore it is particularly notice-
able in very specular materials, i.e., there is a significant difference between the
high and low resolution stimuli for the metallic material while for the fabric ma-
terial this difference is barely noticeable. We found a significant interaction in the
metallic material between the resolution and the perceived glossiness (p = 0.041
for {C0, C1}). The same trend can be observed for the conditions {C2, C3}. For
the other three materials, interestingly, we observe no significant difference in the
perception of glossiness regardless of resolution. These findings could be useful to
save rendering costs by adjusting the resolution of light-probes according to the
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material, since the resolution of the light-probe has little effect in the perception
of diffuse materials.

Fig. 8 Mean ratings for the glossy attribute when the user is presented with the low resolu-
tion (yellow) and the high resolution visual stimuli (orange) for our four materials analysed.
Errorbars show ±1 SEM. There is a trend indicating that the perceived glossiness increases in
the high resolution stimuli.

Influence of sound We have found several interactions describing a significant
effect of the presence of sound in the ratings for the high-level attributes. For
the metallic material the ratings for the plastic attribute are significantly lower
when the stimuli is presented together with sound (p = 0.041 for {C0, C2}). Con-
versely, the ratings for the metallic attribute are significantly higher (p = 0.048 for
{C0, C2}). This effect is significant when we compare the low resolution conditions
{C0, C2}, but not when we compare the high resolution conditions {C1, C3}. We
believe this can be due to the high resolution visual stimuli better conveying the
visual traits of the material; this undermines the effect of the auditory stimuli,
since the user recognizes the material well enough just with the visual stimuli.
This suggests that the effect of sound in material identification tasks may be more
relevant when the visual stimuli has a low quality. For the phenolic material the
mean of the plastic attribute significantly decreases when the user is presented
with the multimodal stimuli. In this case, the effect is noticeable both for the low
resolution (p = 0.027 for {C0, C2}) and high resolution (p = 0.017 for {C1, C3})
conditions. For this same material, the mean of the ceramic attribute increases
(p = 0.078 for {C0, C2} and p = 0.077 for {C1, C3}), which indicates that the
sound effectively helps the users identifying the material. We did not find sig-
nificant interactions for the fabric and the plastic materials, however, a similar
trend can be seen in Figure 9: for every material there is an increase in the mean
rating of its corresponding attribute (bars outlined in orange in Figure 9) when
the user is presented with the audiovisual stimuli. These findings agree with those
of Giordano and McAdams [16], which supported that impact sounds were good



16 S. Malpica, A. Serrano, M. Allue, M. G. Bedia & B. Masia

descriptors for material identification tasks, and they suggest that the sound also
benefits material discrimination tasks in VR, particularly when such materials are
not easily recognizable only by its visual traits.. Our findings indicate that a high
resolution is required for material identification when its representation consists
on visual stimuli only, however if additional auditory stimuli are introduced, the
resolution could be lowered while keeping the perceived appearance, thus saving
rendering costs.

Fig. 9 Mean ratings for the high-level attributes when the user is presented with the visual
only stimuli (blue) and the audiovisual stimuli (green) for our four materials. Errorbars show
±1 SEM. For every material, there is an increase in the mean rating of its corresponding
attribute (marked by an orange outline) when the visual stimuli is accompanied by sound.

5 Conclusions and Discussion

In this paper, we have performed an exploration of crossmodal perception in virtual
reality scenarios. We have studied the influence of auditory signals in the percep-
tion of visual motion. To do so, we first replicated an existing experiment which
demonstrated the existence of a crossmodal interaction between both senses with
simple stimuli on a 2D conventional display. We were able to successfully replicate
it, obtaining the same trends in the results, and then extended it to virtual reality
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with a HMD. We found that the same trends hold on a HMD (i.e., the factors
explored had the same influence on the crossmodal effect), but that there is a
reduction in the crossmodal effect. This reduction essentially means that there is
a shift in the results towards a better accuracy of subjects in performing the tasks
assigned in the HMD setup. This can be due to the presence of additional cues, in
particular depth cues including binocular disparity and possibly motion parallax.
A similar conclusion can be drawn in our second experiment: We repeated the
first experiment (only on the HMD), with new subjects, and with more complex
stimuli (we had three different variations of the initial stimulus) to see whether the
effect would still hold with more realistic scenery. We observed a further reduction
of the crossmodal effect (subjects were better at detecting the correct behavior of
the stimuli), which we hypothesize is due to the presence of additional cues, in
this case pictorial cues (shading, perspective, texture).

We then move on to the particular case of material appearance perception,
with the aim of laying the foundation for future practical applications. When ana-
lyzing crossmodal effects in a VR setup, we have observed that findings previously
reported for conventional displays hold: the presence of sound improves material
recognition. We have also included two different rendering qualities for the ma-
terial, and observed two main findings: First, that the influence of the rendering
quality on the perception of low-level attributes such as glossiness varies between
material categories. Second, that the effect of sound in the recognition of materials
is more relevant for the low quality-rendering case than for the high quality one.

In summary, regarding the research questions posed in Section 1, we can con-
clude that:

– The crossmodal effect holds in VR environments, even when increasing the
complexity of scenes.

– Crossmodal interactions influence the perception of material traits in VR en-
vironments. More research is necessary to be able to quantify this effect and
further understand it.

As in all studies of similar nature, some of our findings may not generalize to
conditions outside our study. We have focused on simple sounds and scenes with
a controlled increase of complexity. This allows us to isolate the effects of each
condition, and perform a systematic analysis. We believe these are just a few steps
in the exploration of crossmodal perception in virtual reality. In the future, we
would like to expand these experiments by including other potentially influenc-
ing factors or effects, and by further increasing the complexity of the stimuli. An
interesting avenue for future research would be to use different sound types and
qualities in addition to the rendering qualities. In the area of material perception,
we hope this work serves as the foundation for future explorations. Here we have
employed representative materials of four main categories, future works should
further delve into the problem, analyzing a larger variety of materials, especially
among specular ones where there is more to be gained from exploitation of this
crossmodal interaction. This could result in the development of cuantitative pre-
diction models to enable further practical applications of crossmodal perception
in VR environments.
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Appendix

Data processing in Experiments 1 and 2 — We first processed the collected data
by rejecting those users with stereo vision problems. In order to do this, we dis-
carded a user if during the training the percentage of successful answers was equal
or under 70%. We further processed the data by rejecting outliers. To do this,
we first calculated for each participant and for each of the twelve conditions the
percentage of bouncing answers over the ten trials. Then we used the first and
third quartiles (Q1 and Q3), and the interquartile difference (Qd) to find outliers
for each condition [21]. We discarded a condition if it fulfilled any of the following
inequalities:

condition < (Q1 −Kd ∗Qd)

condition > (Q3 + Kd ∗Qd)
(1)

with Qd = Q3 − Q1 and Kd = 1.5. Additionally, if a participant was marked as
an outlier for more than one condition, all the answers of the participant were
discarded.


