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Abstract

Stochastic Petri nets (SPNs) with product-form solution are nets for which there is an analytic expression of the
steady-state probabilities with respect to place markings, as it is the case for product-form queueing networks with re-
spect to queue lengths. The most general kind of SPNs with product-form solution introduced by Coleman et al. (and
denoted here byTII-nets) suffers a serious drawback: the existence of such a solution depends on the values of the
transition rates. Thus since their introduction, it is an open question to charadtdrizets with product-form solu-
tion for any values of the rates. A partial characterization has been obtained by Henderson et al. However, this charac-
terization does not hold for every initial marking and itis expressed in terms of the reachability graph. In this paper, we
obtain a purely structural characterizatiordf-nets for which a product-form solution exists for any value of prob-
abilistic parameters of the SPN and for any initial marking. This structural characterization leads to the definition of
ST12-nets (Stochastic Parametric Product-form Petri nets). We also design a polynomial time (with respect to the size
of the net structure) algorithm to check whether a SPNSIEHZnet. Then, we study qualitative propertiedbhets
andIT2-nets, the non-stochastic versionsdf-nets andsT1%-nets: we establish two results on the complexity bounds
for the liveness and the reachability problems, which are central problems in Petri nets theory. This set of results com-
plements previous studies on these classes of nets and improves the applicability of product-form solutions for SPNs.
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1. Introduction

Stochastic models of discrete events systems have been proven for many years to be powerful tools
for modelling and evaluating the performances of systems like parallel and distributed systems, database
systems, communication networks, etc. For the steady-state performance analysis, it is usually necessat
to compute the steady-state distribution of a Continuous Time Markov Chain (CTMC) derived from the
model. This is the case for Queueing Networks (QN) and Stochastic Petri Nets (SPNs) models. Because
of the huge state space describing these complex systems, it is often extremely difficult to compute
the exact numerical solution of this CTMC. This situation is obviously even worse with infinite state
space models which prevent such a computation. A first attempt to overcome this so-called state spac
explosion problem is to leave the domain of exact solutions. Three main approaches have been and ar
still developed in this area: discrete-event simulation, approximate methods and computation of bounds.
If we wish to stay in the framework of exact methods, then we need to improve numerical methods solving
the underlying mathematical problem (linear or differential systems of equations) and/or we may relate
the structure of the modebd the properties of the mathematical problem. The latter approach, which
is the framework of this paper, aims at describing the steady-state probabilities and other performance
measures asinctionsof a fixed set of parameters of the states, derived from the model structure. Models
for which such solutions may be developed are said product-form models, since the structure of the
functions are usually a product of elementary terms corresponding to the parameters. The analysis o
Queueing Networks (QNs) with product-form (PF-QR%,24]provided the first important results in this
direction. The general approach of product-form analysis for QNs is made up of four main parts. First
it is necessary to recognize, among all possible QNs, the properties that ensure a PF-solution. This ha
led to well-known classifications of QNs (closed, open or mixed, single or multi-classes, disciplines of
the queues, et§24,18,2) together with the introduction of several notions such as visit-ratios, routing,
etc. and required relations among them. Then, the visit-ratios, related to the load of customers in each
station are computed using the parameters of these stations and the routes followed by the customer
(the routing process). From the structure of the QN and the visit-ratios, it has been shown, for several
classes of QNs, that the steady-state probabilities of the model may be expressed as a product of term:
depending on the state of each station, up to a normalization constant. Finally, the normalization constant
must be determined and performance indices (throughput, length and service times, utilization, etc.) car
be both derived by adapted algorithms such as, for instance, the Mean Value Analysis (MVA) fd¢thod
and the convolution algorithif@0].

Due to the explicit modelling of competition and concurrency, the stochastic Petri nets fhjdsl
an attractive (and complementary with respect to QNs) modelling paradigm when studying performance
of systems for which these complex phenomena have an important impact on their behaviour. In contrast
with PF-QN, itis almost always necessary to turn towards approximate metho{4] feea presentation
of various methods, an@] for synchronized QN) to deal with such systems, although analogous trends
can also be observed with SPNs (see for exarf§jle From the late 1980's, Product-Form Stochastic
Petri Net (PF-SPN) were introduced as an attempt to cope with the state explosion problem for SPN
models. Although the global steps for PF-SPNs and PF-QNs are analogous, specific problems arise witt
PF-SPNs. The first one, and in some sense, the most important one, is to find what properties of SPN ar
relevant with regard to the existence of a product-form solution (PF-solution). Since SPN models take into
account complex synchronization schemas, it is not surprising that the search for required properties to
ensure a PF-solution gave rise to many proposals. Historically, we observe that works started from purely
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behavioural properties (i.e. by a analysis of the reachability graph) EOJnand then progressively
introduced more and more structural parameters to ensure a PF-s¢ldtjdi, 19,5] In [5], Boucherie
introduces the product of Competing Markov Chains (PPCMC) and shows that several SPN generate
such chains. In his paper, the author identifies some structural properties of the SPN, but they are not
studied for their own sake and the PF-solution are established on a case by case basis. Th8]work
introduces several important structural properties: the identification of cyclic activities in the net (T-flows,
i.e. sequences of transitions which may be repetitively fired while leaving the markings unchanged) and
the existence of “balanced” input and output bags of transitions, providing structural conditions for shared
resources usage. The importance of T-flows (more precisely, closed support minimal T-semiflows) was
emphasized with the identification of the class of so-calledets[6] which is now the starting point
for obtaining SPNs with a PF-solution. The crucial breakthrough was done by Henderson et al. when
they established a numerical condition on the parameters dfithet which ensures the existence of
a PF-solutior[19]. Unfortunately, this technical numerical condition has no intuitive interpretation in
relation with the modelling, and above all, it relies the existence of a PF-solution oorherical values
of the rates of the transitions of the net, in contrast with other models such as QNs. Thus in a later work
[13], these authors have characteriZgahets for which the existence of the product-form solution does
not depend on the particular values of the nets. However, their characterization suffers two drawbacks:
on the one hand, it holds only when the initial marking is sufficiently large and, on the other hand, this
condition is expressed on the reachability graph of the net. Since the aim of the product-form methods is
to avoid the construction of such a graph, checking this condition does not make sense.

Thus the existence of a structural characterizationlafets with PF-solution whatever are the rates
(i.e. expressed with respect to the structure of the net) was still an open problem. The main contribution
of the present work isuch a structural characterizatiofurthermore, we show that this characterization
can be checked in polynomial time with respect to the size of the net. In the sequel, we will denote such
nets as rate-insensitive HfFnets.

In order to informally explain our characterization, we first recall whatlisiaet while simultaneously
giving an intuitive interpretation. InH-net, the transitions are partitioned in components. The transitions
of each component model the activities of a group of (virtual) cliantexplicitly represented in the net
Each place represents a kind of resource and the input (resp. the output) arcs of a transition represent
the resources consumed (resp. produced) by the activity associated to the transifienets, each
multi-set of resources consumed (resp. produced) by a transition of a component must be exactly the
multi-set of resources produced (resp. consumed) by another transition of the same component. In other
words, the partition of transitions may be deduced from these multi-sets (called in theiapgtieutput
bag9 by requiring that an input/output bag belongs to a single component. The concurrent accesses to
resources between two transitions belonging to different components are not restricted in any way. The
product-form solution we look for should be a product of factors over the components multiplied by a
normalization constant. The factor associated to a component should be again a product of sub-factors
over the “states” of the clients associated to a component. Here is the crucial point for the existence of
the product-form solution. How can we characterize the number of clients in a given state or at least
the variation of this number? Starting from the above interpretation, the entry into a state is withessed
by the production of the associated input/output bag due to some transition firing in the component and
the state exit is witnessed by the production of the input/output bag due to some other transition firing.
In other words given a markingn reached by a sequeneethe variation of the number of clients in a
“state” should be given by a weighted sum of transition occurrencegiie. an item othe count vector
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defined by[13]). Consequently in order to obtain a product-form solution, the count vector should be a
function of the reachable marking. This observation is the core of the partial characterization given in
[13]. Actually, what we will prove here is thatl@d-net is a rate-insensitive PH-net iff every item of the

count vector is obtained by a linear mapping applied on the difference between the current marking and
the initial marking Then in such nets, a (virtual) client state is characterized by a linear combination of
places whose current marking gives the variation of the number of virtual clients in this state. From an
algebraic point of view, these linear combinations are partial flows and can be seen as an extension of
the synchronic distance relati¢p#6] which quantifies the firing dependencies between transitions. We
call [T1%-nets, thell-nets for which such algebraic relations hold, &§id?-nets (Stochastic Parametric
Product-form PNs) their stochastic version.

Furthermore, since iSTI%-nets we have precisely identified virtual clients states, we also add to the
functional dependencies of the rates of the transitions in a component, a uniform dependency based ol
the states of the clients in the other components. We illustrate the interest of this extension on a short
example. We also design an algorithm for the verification of our characterization whose time complexity
is polynomial with respect to size of the net.

The second group of results presented here relates to the complexity of the reachability and the livenes:
problems forIl-nets andI1?-nets. Several standard subclasses of nets have been identified since the
introduction of PNs and many important complexity results have been obtained for these classes. It was
shown[43] thatIT-nets cannot be directly classified with respect to the standard subclasses of PNs. This
motivated the study of the complexity of these central problems. In this respect, we provide different
complexity bounds with tight lower and upper bounds in two cases.

The organization of the paper is as follows Saction 2 we remindI1-nets for which we also provide
a new and efficient membership algorithm. Then we prese&teiction 3our main contribution: the
structural characterization of rate-insensitive RFaets, i.e. the definition ofIT2-nets and the proof
that all-net is a rate-insensitive PH-net iff it is a STI?-net. InSection 4 we study the complexity of
the liveness and the reachability problemdimets andI-nets. We conclude with a review of open
problems and future works iBection 5

2. II-nets

In this section, we summarize previous results about SPN with PF-solution. One may find introductory
presentations of Petri net concepts for instan¢gr38,45jand we remind the reader only with definitions
necessary to understand product-form results for stochastic Petri nets.

A Petri Net systen(or PN for short) is a tuple& = (P, 7, W, mg), whereP and7 are disjoint sets of
placesandtransitions(with |P| = n, and|7T | = n,); W : P x TU T x P — N defines thaveighted flow
relation: if W(j, i) > 0 (resp.W(i, j) > 0) then we say that there is anc from ¢; to p;, with weightor
multiplicity W(jj, i) (resp. there is an arc from to ¢; with weight W (i, j)); mg is the initial marking. We
denote by\V = (P, 7, W) the Petri net, derived frof without considering the initial marking.

For a given transition; € 7, its presetand postsetare given by*s; = {p;|W(i, j) > O} and¢;* =
{p:IW(j, i) > 0}, respectively. In the same manner we can defingtbsetandpostsebf a given place.
We also define thénput vectori(t;) = [W(L, j), W(2, j), ..., W(n,, j)] and theoutput vectoro(z;) =
(W, 1), W(j, 2), ..., W(j, n,)] of a transitionz;. The matrixC with entriesC[i, j] = W(j, i) — W(i, j)
is called thencidence matriof .
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Fig. 1. Anintroductory example dfi-net.

A transitiont; is enabledn a markingm iff m > i(z;). Being enabled;; mayoccur (or fire) yielding
a new markingn’ = m —i(z;) + o(¢;) = m + C[-, j] (C[-, j] is thejth column ofC), which is denoted
by m —% m’. The set of all the markings reachable frong is called thereachability setof S, and is
denoted by R$0y).

Semiflowsre non-null natural annullers @f. Right and left annullers are called T- and P-semiflows,
respectively. A semiflovg is calledminimalwhen its support (i.e., the sé¢$| of places or transitions
corresponding to the non-zero components of the vesyigmnot a proper superset of the support of any
other semiflow, and the g.c.d. of its elements is 1.

2.1. Introductory example and definitions

Obviously, general SPNs may not allow a PF-solution. Even before looking at the stochastic problems,
we must enforce some structure in their behavior, as for QN. Moreover, as usual with PNs, we want to
deduce these structures from the syntax of the net and not by examining its reachability graph. Let us
give an example of such a net that we will use throughout the paper. The Rigt dfmodels a system
with two groups of concurrent activities, for instance computation tasks and interactive tasks performed
by two categories of “clients” (batch jobs and human beings). In PN, basic activities are modelled by
transitions we have two sets of transitions; t,, t3 (batch jobs) and, s, 16, t; (interactive tasks). The
cyclic behaviour of activities is allowed by the balance between the input/output bags of transitions be-
longing to the same component. Inside a component, a client may have several behaviowsdike (
or (14, t, t7) for interactive clients. Activities use or produce resources, may be in a competitive way.
In PN models, (passive) resources are modelled by tokens in places and input/output bags of transi-
tions indicate how each activity manages these resources. For instaramyld represent free CPUs,
required by clients of both components, whilg ps model specific resources for batch jobs only like
disks.

Such a structure in PN models is captured by the following definitions.

Definition 1. A subset7” of transitions is said to be closedif,_ i(r) = [, 0(7).
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We will denote byR(7") = [, {i(2), o(r)} the set of input and output bags for transitiong'ih
We can now recall the definition of tHe-net class of PN. All Stochastic Petri Nets with PF-solution
studied in this paper, will b&l-nets.

Definition 2. Nis all-netif vVt € T there exists a minimal T-semiflowsuch that < ||x||, and| x| is a
closed set.

In other wordsVis all-net if all transitions are covered by closed support minimal T-semiflows.
Finally, the structural category corresponding to a group of activities is defined as follows.

Definition 3. Two different minimal closed support T-semiflowsndx’ are said to be freely relatgl]
(denoted asx, x') € FR), if there exists € ||x|| and¢’ € ||X’|| such thai(z) = i(¢').

FR* is the transitive closure of FR. It induces an equivalence relation among transitions (and among
their input/output bags)z,(t') € FR* iff ¢ € ||x||, ¢’ € ||X|| and &, x') € FR*. We denote by(¢) the FR
class oft or the FR class of its input/output bags (since no confusion can arise).

In the example ofig. 1, we can see that there are three minimal T-semiflaws-[1, 1, 1,0, 0,
0,0],x2=1[0,0,0,1,1,0,0] andx3 =1[0,0,0, 1,0, 1, 1], with ||X1]| = {#1, 12, t3}, |X2]| = {#4, 15} and
IX3]l = {ta, tg, t7}. We observetth,E”X1|| i(¢;)=1{[1,0,0,0,0,0],[0,1,0,0,0,0],[0,0,1,0,0,0]} =

U,Em” o(t;), UtEIIXzH i(r;) =1{[1,0,0,1, 0,0],[0,0,0, 0,1,0]} = UIGHXzH o(r;) and UIGHX 1(t) =
{[1,0,0,1,0,0],[0,0,0,0,1,0],[0,0,0,0,0,1]} = U,E‘lx y 0(z;). The three T-semiflows have closed
support set. Since any transition belongs to a closed support minimal T-semiflow, this ndtngta
We can also note that we have six input/output bagsand two FR classes(C; = {1, 2, 3} and
Co = {14, ts, 16, 17} SiNCEI(t5) = i(t6).

2.2. Membership problem

From the definition of1-nets, we can decide whether a given net falls in this class. The problem that
arises is the complexity of a straightforward applicatioefinition 2because the number of minimal
T-semiflows can be exponential in the number of transitjB8% We present now an algorithm that allows
to recognize whether a net isT&netin polynomial time{unless explicitly mentioned, all complexity
results in the paper are with respect to the size of the net, i.e. the number of places, transitions, arcs an
the binary representation of valuations). The soundness of the algorithm is based on the following lemma.

Lemma 4. If x is a closed support minimal T-semiflow then
(i) for each transitiory; € ||x||, x[i] = 1 (x[{] is the ith component of);

(i) lIx|l may be ordered a§;,, tj,, ..., t;, ,} such thato(z;) = i(z; )(fori=0,1,...,h—1),and
L#1U =i(t,) #i(t),)-

Ji+1modh

Proof. Letx a closed support minimal T-semiflow ange ||x]|, then3z;, € ||x|| such that(z;,) = o(z},).
We iterate the procedure until we find atransitjgne x| suchthaBk’ < kwithi(z;) =i(z;,). We geta
new closed T-semiflow’ with ||X'|| = {¢,, ..., t;_,}. By constructionx’ has all the required properties,
1.€.,0(2),) = 1(t),, 1 moary) (FOri = k', ...k — 1) I#1 =i(t;) #i(tj,), and|[x'|| < [IX]|. The minimality
of x implies that||x’ || = |IX|| (another proof is given ife]). O
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2.2.1. Algorithm forfI-net membership

The previous lemma states that a closed support miriirsgmiflow can be seen as a cycle of transitions
tios tjgs - Lj,_, SUchthao(t;,) = i(tj,,,mq) (fori = 0,1, ..., h — 1). The algorithm/erify IT-netexploits
this feature for checking if a net isla-net.

Algorithm (Verify I1-net).

begin
LT
fail < false
repeat
letr € £
A <~ {1t}
In < {i(t)}
Out < {o(r)}
while 3¢ € £ s.t.i(') € Out do
A «— AJ{}
L« L\{}
In < In|J{i()}
Out < Out | J{o(¢")}
endwhile
fail < (In # Out)
/* if not fail thenA is a FR* class*/
until £ = @ or fail
/* fail is true iff the net is not &I-net*/
end
We point out that the algorithm yields a covering set of closed support minimal T-semiflows (if the PN
is all-net).
We can)easily see that any transition is analyzed exactly once during the execution of the algorithm.

Moreover, other tests may require at most Ok n,) elementary computations, so that the complexity
of the algorithm that allows to recognize if a given net satB8finition 2is at most O¢? x n,) (i.e.

O(|T1? x |P))).
2.3. FromI71-nets to PF-%I-nets

Stochastic Petri Net systerfr SPN for short) are PN where the transitions have exponentially dis-
tributed firing delays with ratg,. The sojourn time in the marking before the firing of is exponentially
distributed with rate«(z, m) (if «(z, m) = u, we say that the firing rates are marking independent). In the
rest of the paper, we assume that the CTMC underlying the SPN (with state spaug) RS ergodic.
Since the initial marking of &I-net is a home state (due to the existence of the closed T-semiflows) then
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the ergodicity is ensured if and only if the invariant measure associated to the product-form solution is
finite. Several authors added stochastic characteristitenets (Stochasti€l-nets,STI-nets), leading
to PF-SPN under specific conditions.

Following[19,22], we considelSTI-nets, with rateg.(¢z, m) satisfying, fort enabled irm, the relation

Y(m —i(2)
p(m)

The functionsyr and ¢ can be thought of as “potential functions”, the state dependent firing rate of
transitiont in m being the product of its intrinsic firing raie, and the ratio of the functiong and¢
evaluated at the states that exist after and before consuming tokens, respectively. Marking independen
firing rates can be modelled by choosifig= ¢ = 1.

In order to adopt a virtual client perspective, we define R(7), u(i) = >_

wu(t, m) = wherey > 0, ¢ > 0. (1)

reTiom Mt the intrinsic

exit rate from the state associated sndV: s.t.i(¢) =i, P[i, ] = u,/u(i) the probability to fire when
exiting this state. Starting from the client point of view, we can also reformulate the firing rate of a
transition:
oww(m =) ..

p(t, m) = u(i(z) ) Pli(r), 1]. (2)
A service function of the form (2) is common in the literature on PF-QNs (see, for exd2@jler [44]).
In the SPN context, it was first used[i9] where several examples are given which illustrate its range
of application. For single movement queueing networks, a form with ¢ first appeared ii28], as a
generalization of the state dependent service rates introdu¢ad]in

As for QNs, PF-solutions for SPNs are based on the analysis of underlying Markov chains (MCs). Itis

then convenient to study an auxiliary Discrete Time Markov Chain (DT €alled theouting process
[19] of the STI-net, with states being the input/output bags. Let us define its transition matrix:

PILITE Y PLi). 4.

teT

i(t)=i,o(t)=i"

The traffic equations of the routing procgsare the global balance equations of this DTMC. Denoting
with v(i(¢)) the so-called visit-ratio to nhod¢), these traffic equations can be expressed as

Vie T, i) =) vi@)PLiE), ()], (3)
reT
or equivalently,
VieR(T), w(i)= Y  vi)PLi'il. (4)
i"eR(T)

Boucherie and Seren®] showed that traffic equations and structural properties of a net are closely
related.

Theorem 5 (From [6]). Let C be the set of input/output bags classes dfT&-net with respect to the
relation FR*. Then
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(i) Cis a partition of the routing chain y int{|] irreducible absorbing sub-chains on eache C.
(i) the trafficequation(4) are equivalent to th¢C| systems of equations

VieC, ()= Zv(i’)P[i’, i, (5)
ireC
which are independent
(ii) each systerntb) admits a unique positive solution up to a multiplicative constant

Unfortunately, the existence of a positive solution for the Traffic equation (3) is not a sufficient
condition to assert a PF-solution f8FI-nets. The following result from Coleman et Hl4], states that
the equilibrium distribution has a product-form over the places of the SPN whenever one additional
condition holds. Let us denoté = v/ with v a solution for the traffic equations, and define the vector
W =[wy, ..., w,]as

= [0 (o) 20 (Fooim) 8 (Ficn )| ©

There are many such functiofgorresponding to different solutions of the traffic equations. However
each one is unique up to a multiplicative constant in eachi ERss. This implies that the ratio

f(@i())/f(o(z;)) is invariant.

Theorem 6 (Product-Form for SPN (frorfl4])). Let f = v/u with v a solution for the traffic equations.
The equilibrium distribution for the SPN has the form

x(m) = Zo(m [ o, vm e Rs(mo) 7)
i=1

if and only ifRank(C) = Rank([C|w¢]), where[C|w/] is the matrixC augmented with the row ; and
G is a normalization constant

In this case, then,-component vectof = [log(y1), ..., log(y,,)], satisfies the matrix equation
—|-C= We.

It must be noted that, generally, the condition Rak& Rank([C|w ¢]) depends on theatesof the
transitions of the net and not only on the structure of the net.

2.4. Examples ofTI-nets

Let us work out two detailed examples of BH-nets. The first one complements the study of the
introductory example, and the second one shows a more complex situation related to the rank condition
of Theorem 6

2.4.1. Example 1

In this example we briefly review the procedure used to obtain the equilibrium distribution for the
STI-net of Fig. 1. For additional details the reader is referred@d4,19,21,22]Since we know that the
netis aSTI-net, andC = {C,, Co} with C1 = {11, 12, 13} andC» = {14, 15, 16, 17}, there is a solution for each
of the systems (5):
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e classCy:

v(i(t2)) = v(i(z2)),
u(i(t2)) = v(i(z3)),
u(i(t3)) = v(i(2));

e classCs,:

u(i(ta)) = Ms’f

u(i(r5)) + v(i(17)),
e

v(i(s)) = v(i(z4)) (@ndi(ze) = i(15)).

(7)) = —-°— x u(i(rs).

Us + U6
Obviously, each system has a redundant equation. Setting for insi@pcg = 1 andu(i(z4)) = 1, we get
u(i(r1)) = v(i(r2)) = v(i(r3)) = v(i(1a)) = v(i(15)) = 1, andu(i(r7)) = pe/(1s + pe), from which we ob-

tain f(i(r)) = /1, f(i(r2)) = 1/ 2, f(i(t3)) = 1/ s, f(i(14)) = 1/ pa, f(i(t5)) = 1/ s and f(i(t7)) =
1/(us + pe). The row vectow  is

o= [(2) () () () () (20,

()]

It can be verified that the rank condition ra@R(= rank([C|w/]) is satisfied independently of the rate
values and a simple derivation gives the equilibrium distribution of the introductory example:

1/ m[pz] o m[ps] Ua m[ps] U [a m[pe]
o-s(e) () () GEai)
G \u2 U3 Us Ms + e 17
2.4.2. Example 2
The SPN shown ifrig. 2 taken forn{14], represents an SPN in which the rank condition is not satisfied
independently of the rate values. This SPN is covered by four minimal T-semiflows whose support sets
are||xa1|| = {r1, ta}, IX2ll = {t2, 13}, X3l = {211, £2}, and||Xa|| = {t3, 2t4}. Only X1 andx, are closed, but
they cover7 so that the SPN satisfié3efinition 2 Then the SPN is &l-net and hence there exists a

positive solution for the traffic equations.
In particular we obtairy (i(r;)) = 1/u; fori =1, ..., 4. The vectow  is given by

o= [ (G ) o0 (Faen )0 (e )0 (7).

= [ea () o0 () oo () oo ()
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P

P

Fig. 2. A rate-sensitive PF-SPN (example 2).

The rank conditions arew;+2w; =0, w3z —2w1 =0, and wi+ ws =0, which implies,
FAE)/fA@)f@)/ £ ) =1, fi()/f [ (#2)(f([(2))/f((12)))* = 1, and] = 1 respectively.

The first and second conditions are the same and arise because there is more than one way to produce th
same change of marking. Substituting for the funcfighe rank condition becomes/ 13 = (1a/111)°.

If this condition is met,Theorem 6applies, and, letting, = 1 givesy, = f(i(t1))/f(i(z4)). Finally,

(M) = [pa/pa] P,

The major drawbacks of the above results about a PF-solutiofilfenets are threefold. First, the
technical rank conditionTheorem § has no intuitive interpretation in relation with the modelling.
Second, and this is, for sure the most important point, the existence of a PF-solution depends on the
numerical valueof the rates of the transitions of the net, in contrast with other models. Note also
that the log functions involved in the formulae lead to numerical sensitivity of the verification of
the condition. Finally, there is an apparent contradiction with the negligible theoretical occurrence of
the condition satisfaction and the fact that it occurs quite often in practice. These remarks motivated
the search for a structural characterizationSof-nets with PF-solution, which is exposed in the next
section.

3. IT%-nets: definition and performance analysis

In this section we define the class$il?>-nets (Stochastic Parametric Product-form Nets) (@fhaets,
their non-stochastic version) and we will show that it exactly corresponds to the class of rate-insensitive
PFII-nets. Moreover, we introduce a more general dependency of the firing rates of transitions with
respect to the global the marking of the net system.

3.1. Definition off12-nets

In order to introduce the additional requirement fdi4net to be d1-net, we illustrate on th&l-net
of Fig. Lhow one characterizes by linear combinations of places the virtual client states. Let us focus on
the batch jobs. A job is initially idle. When firing it enters a computing stage followed by a printing
stage initiated by firing, and terminates by firings. Thus a job has three statedte, computingand
printing. The characterization of the stat@smputingandprinting is easy. For instancg is a witness of
the number of computing jobs: indeed the start of a j@luts a token in this place, the beginning of the
printing stage ) consumes a token in this place and the firing of any other transition does not modify
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the marking ofp,. Similarly ps is a witness of the stag@inting. But the characterization of théle state

is more intricate: for instance; is not a witness of this state as its marking is modified4xglated to
another change of state. Nevertheless the linear combinatipp+ p3) is a witness of thédle state:
indeed given a markinm, the end of a jobz§) increases by one unit(m[p2] + m[ps]), the start of a

job (z2) decreases by one un#t(m[p»2] + m[ p3]) and the firing of any other transition does not modify
—(m[p2] + m[p3]). In order to formally define these linear combinations of places, we generalize the
notion of flow. We define gartial flow as a pair ¢, g) of Q vectors on placess(the “solution”) and
transitions ¢, the “constraints”), such tha. C = g. This is effectively a generalization of flows, for
which g is always0. Thanks to this definition, we characterize the clients with a partial flow where the
constraint vectog is a vector such thaj[s] = 1 if t adds a client to the “statej[s] = —1 if t removes

a client andg[7] = 0 otherwise. Thdl?-net property expresses, by means of rational veagrshe
relation which must hold between virtual clients states df-aet and input/output vectors of the net,
to ensure that thi§I-net has a PF-solution. For the rest of the paper wérset {t € 7|o(¢) = r} and

re ={t e TI|i(t) =r} foreveryr € R(T).

Definition 7 (IT2-net). A T1%-net (parametridI-net) is all-net such that for every e R(T), there is
a; € Q" such that

1 if tj er,
a - -C[P,jl=1-1 iftjere,
0 otherwise

whereC is the incidence matrix of the net (note that this excludes transitiofith i(r) = o(r)).

Note that the computation of the rational vectayqor else the proof that there are no sugh, is
performed in polynomial time with respect to the size of the net through a usual Gaussian elimination
(applied on rational numbers).

The IT-net of Fig. 2is not all?>-net. To see that, let us set = {p1}, therefore’r; = {14} andr,® =
{t1}. If we try to define the vectoa,, = [a, b], we geta — b = 1 (Sincet, € °r1) anda — b = 0 (since
t2 ¢ *r1|Jr1®). Hencea,, does not exist and this SPN is nofi&-net.

Introducing the stochastic version Bi*-nets, the explicit relation on states of virtual clients[18-
nets, allows us to go one step further: we can express the dependency of the firing rate of a transition
with respect to the global state of the components different from the aneTdfis kind of dependency,
introduced by functiongc(, in the definition below, cannot be taken into account in the framework of
[T-nets.

Definition 8 (STI?-net). A Stochasti€I2-net (STI2-net) is alT1?-net such that the firing rate of a transition
tin the markingm is given by
. Y —i)
p(t, m) = wu(i(?) - pe (@ - Mrrge) - WP[I@), o()]- (8)
Positive, real valued functionsy((a;~ - m);~¢c)) make possible a homogeneous dependency of the
transitions of the componed{r) with respect to the state of the virtual clients in the other components,
represented by the sequenag ( M) ¢c).
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The IT-net of Fig. 1 is a ST1%-net. We have six input vectons belonging to two classes (we
use the same notatiaf(z) for the classes of transitions and the classes of their input/output vectors):
C1=1{r1=[1,0,00,0,0],r,=10,1,0,0,0,0],r3=[0,0,1,0,0,0]},Co = {rs =[1,0,0, 1,0, 0],
rs =1[0,0,0,0,1,0],r6 =[0,0,0,0,0, 1]}. Thea, vectors are

al’l = [oa _1s _13 0’ 07 0]’ afz = [07 1s Oa 0’ 07 O]s ar3 = [Os Oa 17 Os 0’ 0]5

a, =1[0,0,0,1,0,0], a, =[0,0,0,0,1,0], a, =1[0,0,0,0,0,1].
Let us assume that the ratesr@fz, andr; depend on the load g (andzs) in such a way that if the
marking ofps is greater thaik’s, 11, t,, 3 cannot fire. Moreover, suppose that the rates,0f, 3 decrease
linearly fromu,, to u,, with the marking ofps varying from 0 toKs. Here we want to model some weak

priority of interactive tasks over batch jobs. We emphasize thafth@et model does not allow such a
modelling. WithSTI?-nets, the above dependency is straightforwardly defined:

0, if m[ps] > Ks,
pea) (@ - M)rrgee) = § Mom — Um

z -m[ps] + up, ifO0 <m[ps] < Ks.
5

We have still a PF steady-state distribution sisge m = m[ ps].
3.2. A product-form foSTI?-nets
We establish the first result abofifl2-net, which states that&12-net is a rate-insensitive PSFH-net.

Theorem 9. For any transition ratesthe steady-state distribution ofsI12-net has the product-form

1 o(r)\* ™
7(m) = G #(m) - rE];([T) <W) . ¥m e RS(mp), (9)

where G is a normalization constant and v is a solutiokqf(3).

Proof. The steady-state distributionof an ergodic CTMC with state spa&and generato® satisfies
the so-calledCut Balance EquationfCBE) [29]

Y o) D als,s) =D 7)Y qlss) (10)

seU sel sel seU

for any subset andU = S\U of S A classical metho(7] to prove thatr may have a PF-solution is

to group (10) with respect to some partition@dind to find a PF-solution which satisfies this other set of
equations, usually termed &scal Balance EquationfLBES). Obviously, if somer satisfies the LBE,

then it also satisfies the CBE (but the converse is usually false). We follow this approach here, and we
start from the so-called Group Local Balance Equation (GLBE) (11) corresponding to group the CBE
with respect to a given vectorand a markingn

(M) Y QIm, m —i(1) + o()] = Y #(m +i(r) — o))QIM + (') — o(¢'), m]. (11)

rer® re®r
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For simplicity, we first establish the proof with all functiopg((a - m) ¢c(;)) equal to 1.
From the structure of the rat€{m, m’], we derive the equivalent relation

) Y0 "% Pl o0

= Z (M + i) — o()u(i())

ter

and, since(t') =i(¢) =,

¥(m — o(r))

3 +10) oy ¢

) Y v W(m - r) I
m(m) eX:M(r) 5(m) P[r, o(t)] = t§ m(m+i(t) — ) ))mp[la ). 1],
butd ", .« P[r,o(r)] = 1, so that (11) is equivalent to
0 5 10015 2 e

re®r
Let us prove that the expressionsafim) given in the theorem verifies this last equation. To this aim, we
introduce in (12) the proposed expression, and after simplification Wiﬁh]’i{r,eRm[v(r’)/u(r’)]af"m,

we obtain the equivalent equation

u(r’) a-(i(t")—o(r'))
w0=3 11 ki k(P 11 13)

/
c®r 'eR(T) ,bL(I' )

Fromi(') — o(t’) = —CJ[P, ¢'] and the definition o&;, only two terms(’ = i(#) andr’ = r) are different
from 1 in each product, so we get

u(n) = Y )P, 1 14)

and, after rewriting, we obtain
o(r) = > v(i()Pli(). r]. (15)
re’r
which are exactly the traffic equations of the net singédf °r, P[i(¢'), r] = O.

We now extend the proof to genegafunctions. Starting again frofaqg. (14 modified with functions
0, we have

ot - 30

(i (1N peey((@ - (M + () = 1)ergeen)PLIE). T

(16)

Infact, if/’ € *randr” ¢ C(¢'), & - (M +i(f) —r) = &~ - m. IndeedC(t') = C(r) andr” # r forall r”.
Hence,r” #i(') andr” £ o(f') anda;» - (m+i(t) —r) =a~-m —a - C[P, 1] = &~ - m from the
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definition of thea, vectors. We may now simplify the two terms Bf|. (19 with pey((@r - M)rrgcq))
becaus€(r) = C(¢') for all ¥ € °r, and we obtairkq. (19.

Let us remark that this product-form expression induces, of course, a product-form with respect to
since:

m[i]

1—[ (%)a‘m: 1_[ H(%)a{[i]-m[i]:n 1_[ (ZE:;)MH

reR(T) reR(T) pieP pi€P \reR(T)

3.3. Characterization of the rate-insensitive BFE-nets

GLBE (11) is an essential ingredient to find PF-solution for SPN, andIhaets for which a PF-
solution exists, verify the GLBE. The next theorem proves that a rate-insensitiS€IRfet is aSTI*-net.
GatheringTheorems 9 and 1@ve thus establish that th&l1°-nets are exactly the rate-insensitive PF-
STI-nets.

Theorem 10. Let(P, 7, W, u, mg) be all-net andv a solution of the traffic equations. If there is a family
(& )rer(m) Of rational vectors such that the distribution

1 v(r)\* ™
a(m) = G ¢(m) - rel;([ﬂ (m) ,  Ym e RYmy),

satisfies the group local balance equatidi) for any (x.(r))rer(m), then we have

1 ift; e°r,
a-C[P,jl=4-1 iftjere,
0 otherwise

Proof. For simplicity, and without loss of generality (see the prooTbEorem 9, we may assume that

(M) = pee) (@ - M)rrgey) = 1 for anym andt.
The GLBE for a giverm with respect to a given are (see (13))

v(r’) —a,/-C[P,1]
w0 =3 T1 [ } WP, 1] (17)

r’
roor TER(T) u(r)

sinceq, - (i(r) — o(t)) = —a, - C[P, 1].
Let b, = ]‘[r,eRm[v(r’)]*a«/'C[Pﬂ Pli(z), r]. V1, b(¢) > 0 sincev is a solution of the traffic equations.
We define the vectorg(r) andyy in the following way:

ar - C[P, 1] if 1’ #£i(r),
ar - C[P,f] +1 ifr =i()

1 ifrr=r,
0 otherwise

ymn1={ and mn1={
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Eq. (17 is then equivalent to
[T e =>"6 [] kO =o. (18)

r'eR(T) e®r r'eR(T)

Grouping terms by identical, we have

1= b | [T e =371 Db | [T e =o.

e r'eR(T) YEO | e r'eR(T)
r(=r0 r()=y
Itis well-known that ifA is a finite set oflifferentvectorsy = (1, . . ., o) Of R", and @) e 4 @ family of

reals, therv(Xy, ..., X,,) € RY)", > c4daX7', ..., X% =0= Vo € A, a, = 0. Applying this result
with A = {y(0)lt € T} U{yo}, n = IR(T)],

ay = 1—-§:b,

re®r
y(=vo

if « = ypand

Ay = th

re®r
y(=y

if @ = y(z), for X; = n(r’), we get

> b =0
re®r

y()=y

But, sinceb, > 0 for allt, the sefr € *r|y(t) = y # yo} is empty, so thatr € °r, y(t) = y. We can now
evaluate they - C[P, r] numbers (let us remind thate *r mean(s) =r):

if i’ #r(tyandr’ #0(f), av -C[P, 1] = y(O)[r'] = 0;
if r' =i(zr) (hence’ # o(r)), ar-C[P, 1]+ 1=y@)[r']=0;
if r' #£i(t)andr’ = o(r), ay -C[P,7]=y(@)r'] =1

which concludes the proof.[d
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To be complete, we have established3B] a connection betweesil12-nets and Product Process of
K Competing Markov Chains MC(PPCMC) introduced by Boucherie [B]. Boucherie has studied
nets with a product-form solution which are rfi-nets. He has showed on different case studies their
transformation into semantically equivalefii-nets (i.e. generating the same CTMC). We have showed
that these equivalersiiI-nets areST1%-nets.

3.4. Comparison with the previous characterization

In [13], Coleman et al. proposed another characterization of the rate-insensitsi@fpEts expressed
in terms of batch queuing networks which are equivalenfibnets. We first recall in extenso their
characterization:

“Suppose that the initial stateg is large enough so that the set of possible firing vectors result-
ing from transition sequences that take the state of the network fobmack to itself is the set of
T-invariants. Then the equilibrium distribution factorizes into a product-form over the nodes for all
valuesZz'(a) if and only if there is a one-to-one correspondence between states of the network and count
vectors.”

In this theorem, the family of valueg(a) corresponds the family(i) presented here and the count
vectors are exactly what we call the virtual client states. We now compare the two characterizations:

e The previous characterization points out that, given a state of the net, there is a single set of current virtual
client states corresponding to it. Our characterization shows that furthermore this correspondence is
necessarilygiven by a linear application.

e The previous characterization requires that the initial marking must be sufficiently large whereas our
characterization is valid for any initial marking.

e The previous characterization must be checked at the reachability graph level with a procedure whose
time complexity is exponential with respect to the size of the net in the worstfeag®sition 1Zhows
that this negative result holds even for 1-s&fé-nets. Here we provide a polynomial time algorithm
to check our characterization.

e This new characterization has enabled us to enlarge the functional dependencies of the rates of the
transitions. Otherwise stated, tEI-nets family is a strict superset of tiS&I-nets family except for
the pathological cases.

4. Qualitative analysis ofIT-nets andIT-nets

Since the central problems related to PNs (liveness, boundedness, reachability, coverability, etc.) have
high complexity lower bounds, the consideration of some net subclasses, enjoying particular properties
has quickly appeared as a mean to cope with this complexity. Forty years of research in the PN area,
have accumulated a large amount of qualitative results and several classes of PN have been identified,
particularly: State Machines (SM), Marked Graphs (MG) (also known as T-Systems (TS)) and Extended
Free-Choice (EFC) nets. Itis consequently a standard approach to situate a new class of PNs with respec
to these “classical” subclasses: this may allow us to easily derive some of their properties (boundedness,
deadlock freeness, etc.). In fact, it was shown (€& for instance) thafl-nets cannot be directly
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compared to standard families of PN. We strengthen below these negative results, by complexity results
which constitute our third contribution.

It is clear that if there is an enabled transition in any*fRass in the initial marking of dl-net,
then the net system is live. This condition is obviously only a sufficient condition. In fact, checking
liveness seems not easier fdenets, and even for 1-safé?-nets, than for many other classes of Petri
nets (a 1-safe marked Petri net is a (bounded) marked net with at most one token in every place of every
reachable marking). We have showr8action 2.2hat the complexity of the computation of FRRlasses
is polynomial time. But checking liveness requires to verify that eachdtéss is live. If some FRclass
is notinitially firable, this is still a complex problem. Indeed, the next proposition gives some insight into
this point. We recall that for general Petri nets, Lipton’s ref8# implies a 2~ lower bound space
complexity (withn the size of the problem, se&kection 2.2 for the liveness problem (sg#&6,15] for
recent surveys on decidability problems for Petri nets). In fact, we are able to complement these results
for theIT-nets and1?-nets classes, although the exact complexity of the reachability/liveneBgfoets
still remains an open problem. Moreover, it has been also shoytiirthat the liveness problem for
1-safe nets is PSPACE complete. The next lemma gives a lower bound of the problem forif-sats.

Proposition 11. The liveness problem for 1-saf#*-nets is NP-hard

Proof. To prove it, we reduce in polynomial time the 3SAT problem to the liveness problefi’foets,
following the idea first presented [86]. The 3SAT problem is a well known NP-complete problem. We
haveK logical formulaeCy, ..., Ck, each one being a disjunction of three boolean variahles their
negation {;), from a set off variables: for instanc& x = v; Vv v3 Vv ve. The 3SAT problem can be stated
as follows: is there a set of values foy, . . ., v; such thatC; A C2 A -+ - A Ck is true? We explain the
reduction thrOUgh the examp{é_ =1V 172 Vs, Co=v2VU3V iy (K =21= 4) (Flg 3)

For each variable;, we have two placeg; andp_; and two transitiong and:_;. Arcs between places
and transitions fov; are as indicated in the figure. We have dfssets of placepc, ; (the introduction of
several places for eachformulae ensures 1-safeness;lfs in Cy (like v, andC,) there is an arc from
t_; 10 pc,.; and one arc fronpc,; to #;. In contrast ify; is in Cy (like v in Cy), these arcs are reversed.
Otherwise, there is no arc betwegyy_; and placepc,;. Places detailed in the right dotted part ensure
that the placeyc, will contain at most one tokerpg,, is a mutex place). Finally, we have one transition
t,1 (for Success) and we added plageand transitiorr,, to have all?-net and not only dI-net. We
choose an initial uniform affectatianue for the v;. So the initial marking is chosen as follows: there is
one token inp; and one token in placgc,; if v; occurs inCy.

We can easily verify that the net system is a 1-§&fenet and that all transitions except possitly z,,
are live. Clearly, the formula is true for some set of boolean values of variables iff the tramgit®lve
(and consequentlys is also live). O

Thus, there is still an open problem fAr-nets since the upper bound of complexity for general Petri
nets is in PSPACE. By contrast, the next proposition provides an exact characterization of the complexity
of the problems for 1-safH-nets.

Proposition 12.

1. The liveness and the reachability problems for 1-dafaets are PSPACE complete
2. The reachability problem foFI-nets is EXPSPACE-complete
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Fig. 3. Reduction of 3SAT to liveness in 1-sdfé-nets.

Proof.

1. Let us first prove that the reachability problem for 1-dafenets (RP for short) is PSPACE complete.
Since RP for 1-safe Petrinets is in PSPACE], we only prove that RP is PSPACE hard. To this end, we
reduce in polynomial time the termination problem of determinisiigiig Machines (DTM) with finite
length tape to RP. Lé¥l be a DTM with a tape of lengthon an alphabet = {as, ..., a,} (including
the blank character), a 99if states (withQ » the subset of final states), and a (partially defined) transi-
tion functioné(q, a) = (¢’, a’, d) withd € {n, I, r} (no move, left move, right move). A configuration of
Mis atuple(a, g, i) with a € A" the current content of the tapge Q the current state and4 i < n
the current position of the head. A change of configuration is denoted,lgyi) — (@, ¢/, i').

We encodeM by a Petri net systen¥(M) = (N, mg). The set of places is partitioned into three
subsetsPiape = {c; j|1 <i <n,1 < j < m} encodes the possible values of the célls-;-, of the
tape;Q encodes the possible statedifPrheag= {4:|1 < i < n} encodes the possible positions of the
head ofM. Givenq a state oM, i a position of the head anduch that; is the possible value of the
celli, we define, ; a transition of\/" which represents the change of configuration. For instance (see
Fig. 4), if 8(g. a;) = (¢'. aj, ), the transitiory, ; ; (i > 1) is defined as follows: there are three input
arcs fromg, h; andc;; toz, ; ; and there are three output arcs from; to ¢, 1,1 ande; ;. Let us calim
an appropriate marking iff_ ., m(g) =1, >, m(h;)=landvl<i <n};_,_, m(c;) = 1.
There is an obvious one-to-one correspondence between the configuratMm@dfthe appropriate
markings of . We chooseam, as the appropriate marking corresponding to the initial configuration
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8(q,ai)=(q',al..l) and i>1

Fig. 4. Encoding a DTM with a Petri net.

of M. Givenm an appropriate marking, we notanm, gm, im) the configuration corresponding ho.
Thus by construction, one has—"i m’ iff m’ is an appropriate marking ard= gm andi = ip,
anda(i) = aj and(am, gm, im) = u (@', g i)

This property shows tha$(M) is an exact simulation o¥. So the termination problem favl
is reduced to a coverability problem 6{M), i.e. to find a reachable marking s.t. m(¢) = 1 for
someq € Q. To get a reachability problem we may assume, without loss of generalityyithais
moreover the following properties: the 2t is a singletorigr}; in gr, M is “reset”, i.e. the head dfl
is on the first case of the tape aviglb; = a1, and there is no transition frogy. Then the termination
of M is now reduced to the reachability of the appropriate marking (dermatgdcorresponding to
this final configuration.

Of courseS is not necessarily 1-safH-net. Starting fromS, we define a 1-saf€l-net system
§’, adding for each transition ; ; of JV, its “reverse” transition denoted by (the firings of the
“reverse” transition’ “undoes” the effect of the firing df, i.e., the input places dfare the output
places oft’ and vice versa). Observe thatdh starting from an appropriate marking, we reach only
appropriate markings.

We claim that the termination problem ®f is reduced to the reachability ofiz in S’. Since
any firing sequence af is a firing sequence a$’, if M terminates them is reachable ir5’. We

now prove that ifmp |s reachable inS’, thenmp is reachable irS and soM terminates. Assume
thatmo— 7 mp, with o’ a firing sequence o#’. We claim that there is a firing sequenc®f N s.t.

m0—> mF The proof is done by induction da’| = k. If k = 0, mg = mg. If k > 0 and if there is no
“reverse” transmon inv’ the o = ¢’ otherwise let us denote by i the last reverse transition of,
so thatmo—"““.im—"my andv is a sequence of/. Then we have firgw| > 1, because i is empty

theng = gr the deflnltlon of, ; j implies that(gr, a;) is defined which contradicts our hypotheses on
M. Sov =1, V. Consequently, we hava— ‘i andm —'../ . Sincem is an approprlate marking

the above property and the fact thdtis deterministic ensure thad, i, j) = (¢, ', j/). S0, we have
Mo—> "4V m g, implying mo —“¥ my with [uv'| < k anduv’ satisfies the induction hypothesis.
The reduction to the liveness problem may be done in the same way, extending the translated Petr
net systens’ with extra places and transitions.
2. For symmetric nets systems, we knf@,34]that the reachability problem is EXPSPACE complete.

A net is symmetric iff for every transition the reverse’ of t is a transition of the net. Symmetric

nets are clearlI-nets. Thus, the reachability problem is EXPSPACE-hardlenets. But any

I1-net defines implicitly a symmetric net: for any transitigpnve may add a reverse transitioh
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without changing the resulting reachability set, because from any closed T-semiflow of transitions to
which t belongs, one can pick the other transitions of this flow and build a sequence (following the
input/output bags) such that this sequence is firable iff the reverse transition is firable with the same
reached marking. Thus, the reachability problem fbnets is reducible to the one for symmetric
nets, hence in EXPSPACE, and finally EXPSPACE complefé.

5. Conclusion

In this paper, we have characterized the class of rate-insensitivé-Réts giving a definitive answer
to a question partially solved [13]. This characterization has two important features. It relies on purely
structural conditions (i.e., it is not defined in terms of the reachability graph) and it can be checked
in polynomial time with respect to the size of the net. Furthermore this structural characterization has
allowed us to extend the previous model with new dependencies between components of the net, thus
covering a broader range of applications. We have also studied the complexity of the reachability and
liveness problems ifi-nets and1?-nets. We have established lower and upper bounds for the complexity
of different problems obtaining for some of them an exact characterization. This work has different
perspectives that we describe below:

e There are still some open problems about the exact characterization of checking some properties (e.g.,
the reachability problem in 1-saf@?-nets).

¢ The efficient computation of the normalization constant is closely related to the research of a compact
representation of the reachability set of the Petri net. When looking about our complexity results
seems that, in the general case, this objective is unrealistic. So we need to identify additional structural
properties that must enjoyl@?-net in order to obtain such a compact representation.

¢ Another direction which would enlarge the application of product-form methods would be to use it
as part of an approximate method. For instance, given a stochastic Petri net, we could compute the
T-semiflows, then we could define T-components of the net with respect to these semi-flows and we
should apply the product-form solution tdE-net obtained by a slight transformation of the original
net. Obviously, this direction must be investigated in order to examine for which kinds of nets such a
method would give accurate (or acceptable) results.

e The implementation of the method is planned in the tool GreatBRN This will complement the
numerous functionalities of this software.

e Whereas this product-form strongly relies on the algebraic nature of Petri net (i.e., T-semiflows and
partial flows), we still believe that we can obtain similar but different product-forms for other models like
stochastic process algelie8], queueing networks with resourd@y,42] and networks of stochastic
automatd39].
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