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ABSTRACT
Mobile agents have arisen as an interesting paradigm to build distributed applications, due to the unparalleled advantages they offer. However, along with the advantages they also present new challenges. One of the most relevant is that it is not easy to ensure efficient communication among agents that move continually from one computer to another.

In this paper, we apply SPE techniques to model and analyze how a mobile agent tracking approach addresses the highly dynamic movement problem in a distributed computing environment.
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1. INTRODUCTION
Mobile agents [14] have stirred up a lot of interest and research efforts. They are programs that can autonomously travel from computer to computer, and present a range of unique advantages, such as autonomy, flexibility, and effective usage of network bandwidth [11]. Due to their features, the use of mobile agent technology is very attractive in wireless [22], pervasive, and distributed computing in general.

One of the main challenges in applications based on mobile agents is how to keep track of the current locations of the agents in order to allow an efficient communication among them. If the location of an agent cannot be obtained in a short time, the agent can move to another computer before such location data is used for communication purposes; this situation may occur indefinitely, leading to livelock problems from the point of view of the agents that want to communicate with the agent.

The vital importance of designing efficient communication and tracking schemes for mobile agents have been highlighted in many works, such as [10, 3]. Moreover, according to the experiments in [9], this is a key issue to ensure the scalability of a mobile agent platform, especially in highly dynamic contexts.

Several models for tracking agents are conceivable; thus, the work in [3] suggests three methods to locate agents (brute force, logging, and redirection), and in [15] were proposed four (updating at the home node, registering, searching, and forwarding). A new mobile agent platform, called SPRINGS [9] (Scalable Platform for Moving Software) proposes a new tracking approach; in [9] has been experimentally shown to be highly scalable and how it outperforms other popular platforms, especially in environments with a high number of mobile agents.

In this paper, we analyze the performance of the SPRINGS tracking approach. Instead of an experimental approach, we follow the SPE principles [21] and concretely the model-based PUMA approach developed in [23]. Our analysis allows us to validate the experimental results previously obtained [9], and to evaluate the platform in a variety of other hypothetical situations without the burden of real experimentation.

The structure of this paper is as follows. In Section 2, we introduce basic aspects of mobile agent technology, which is important for this work. In Section 3, we describe and model the SPRINGS architecture for tracking mobile agents. In Section 4, the latter model is annotated with performance information. In Section 5, the PUMA approach is applied in order to get the performance models corresponding to the modeled architecture. Section 6 exploits the performance models to deal with the proposed analysis goals. Section 7 revises the related literature. Finally, in Section 8 conclusions are given.
2. MOBILE AGENT TECHNOLOGY

In the traditional client/server architecture, a server at a certain computer offers a set of services to interested parties. Then, three steps take place: 1) a client located at another computer requests the execution of a service by interacting with the server, 2) the server performs the requested service, and 3) the server returns the result to the client. As opposed to this classical approach, a mobile agent [20] is a software component that can move autonomously among computers, and so it can decide itself when and where to move in order to perform its tasks.

Thanks to their mobility, mobile agents offer many interesting benefits [11]. For example, in a distributed information system a mobile agent can travel where the data are stored and process them locally, avoiding the need to communicate all the data over the network. Furthermore, in certain contexts they also exhibit a good performance compared with the traditional client/server approach [22, 12].

So how can an agent move to another computer and resume its execution there? Mobile agents need a specific execution environment, which we call context\(^1\). Thus, for an agent to travel to another computer, a context must be available there: an agent needs a context in the same way that a web page request needs a web server. Contexts are provided by a specific mobile agent platform [20], from which several alternatives are available (e.g., Aglets, Grasshopper or SPRINGS), and provides them with different services, such as communication and mobility. The two mentioned services are interrelated. Particularly, mobile agents must be able to communicate among themselves, via remote method invocation or message passing, even if they move across computers.

2.1 Contexts and Regions

The architecture of an agent platform is usually made of agents, contexts and regions, see Figure 1.

Figure 1: Architecture for mobile agent platforms.

- **Contexts** (called places in Grasshopper) are the environment where agents execute: a computer can host several contexts, each one assigned to a different communication port and execution process. A context provides agents with services such as a call routing service irrespective of the target agents’ locations\(^2\), and a transportation service to move to other contexts.

- **Regions** (called places in Grasshopper) are the environment where agents execute: a computer can host several contexts, each one assigned to a different communication port and execution process. A context provides agents with services such as a call routing service irrespective of the target agents’ locations\(^2\), and a transportation service to move to other contexts.

- **Server.** A region is a set of related contexts. In SPRINGS, for example, the functionality of a region is provided through a remote object called Region Name Server (RNS), which can be located on any computer in the network. An RNS has several functions, such as ensuring the uniqueness of agent/context names, mapping from context names to context addresses, and assigning tracking responsibilities to contexts.

3. MODELING TRACKING

A key functionality of a mobile agent platform is to offer a communication service that allows an agent to communicate with another without the need of knowing its current location. Most agent platforms use the idea of proxy as an abstraction to communicate with an agent (if an agent \(a_1\) wants to communicate with another agent \(a_2\), it must first obtain a proxy to \(a_2\)); location transparency means that the proxy routes the message to its corresponding agent efficiently, wherever it is. SPRINGS hides the proxies to the programmer and stores them in the contexts\(^3\): an agent can communicate with another one by just specifying the name of the target agent, without the need of using proxies explicitly.

An agent proxy stores the (remote) reference to that agent: its name and current context. If the agent moves to another context, the information contained in the proxy becomes invalid. In SPRINGS, dynamic proxies are considered: when an agent arrives at a new context, the remote proxies to that agent (i.e., held by other contexts) are updated to reflect the new agent location. These proxies are updated before resuming the agent’s execution in order to maximize the probability that another interested agent succeeds in communicating with it. In each context, a Proxy Updater thread is in charge of updating the remote proxies to the incoming agents efficiently (see [9] for more details).

Regarding agent mobility, two important related concepts are considered:

- **Location servers.** A location server of an agent \(a\) is a context that stores a dynamic proxy to \(a\) because it has been assigned by the RNS to do so.

- **Observer contexts.** A context \(c\) is an observer of a certain agent \(a\) when it is interested in knowing the current location of \(a\), which happens when: 1) a local agent has communicated recently with \(a\), which means to include \(a\) in its ProxyList, or 2) it is a location server for \(a\). An observer of an agent \(a\) always stores a dynamic proxy to the agent.

Following the concepts given so far, the sequence diagram in Figure 2(a) describes the scenario of how an agent changes its context and how the platform keeps track of it. Firstly, an agent \(a_1\) requests to its current context \(c_1\) to travel to a new one \(c_2\). The origin context unregisters the agent. Just before traveling, the agent prepares its departure and when it has finished, the current context sends it to \(c_2\). When it arrives, a new instance \(a_2\) of the agent is created; meanwhile the old instance \(a_1\) at origin ends its departure and it is completely removed from the origin context. Assuming

\(^1\)In the literature of mobile agents, the term place is frequently used instead.

\(^2\)Not all the existing platforms feature this property.

\(^3\)All the agents in a context that want to communicate with another one use a shared proxy that points to that agent.
that the agent has successfully arrived, it prepares its arrival and then it is registered. Afterwards, its proxies have to be updated, so the Proxy Updater thread, embedded in the Context component, informs all observer contexts of the agent to update its dynamic proxy. After this, the arrival has finished.

The sequence diagram in Figure 2(b) models how agents communicate. Let us assume that an agent \(a_1\) executing on context \(c_1\) wants to communicate with another agent \(a_2\) on context \(c_2\). If any agent on \(c_1\) has recently communicated with \(a_2\), a dynamic proxy to \(a_2\) will be locally available (\(c_1\) is an observer of \(a_2\)); in this case, the \(callAgent\) will be directly routed through that proxy, without executing the locationTransparency fragment. Otherwise, \(c_1\) must find \(a_2\) in the following way: 1) \(c_1\) obtains from its RNS a location server for \(a_2\); 2) \(c_1\) obtains a proxy to \(a_2\) from that location server \((ls_2)\), which registers \(c_1\) as a new observer for \(a_2\) (UpdateProxyList task); and 3) the retrieved proxy is used to route the call to \(a_2\), and it is stored by \(c_1\) (so the RNS will not need to be contacted the next time).

Information about agents not located in the region would be requested by the local RNS to other RNS. In that case, the sequence diagram in Figure 2(b) must be augmented with a lifeline representing the RNS which knows a location server for the called agent.

Finally, the modeling of the physical structure in Figure 1 is provided using a UML deployment diagram (DD), see Figure 3, which describes resources on the system connected through a network. The DD depicts the system architecture for one only region; new regions with their contexts can be incorporated by duplicating this structure. Since a node may host several contexts and each of them provides services to a number of agents, there may exist several instances of both agents and contexts on each node.

4. SYSTEM PERFORMANCE VIEW

In this section, we present the performance view of the proposed mobile agents tracking approach. We use the UML Profile for Schedulability, Performance and Time Specification (UML-SPT) [17] to annotate both the performance metrics, that characterize the goals of our performance analysis, and the performance parameters of the system.

4.1 Performance metrics

The first analysis goal is to validate the analytical results obtained from the UML-SPT models against those experimentally obtained in [9]. The valid performance models will be used to determine the platform optimal configuration. Finally, this configuration will allow to perform a sensitivity analysis, i.e., to study system response time when the agents size increases or the system is running on slow networks.

The experiments in [9] present a configuration composed of a single region with 5 contexts residing on 5 computers, one of them executing also the RNS and a variable number of agents ranging from 1 to 1500, each one assigned to a context thread. These five computers were Pentium IV 1.7 GHz with Linux RedHat 2.4.18 and 256 MBytes RAM.

The analytical experiments, Section 6, consider the same number of agents and regions as in [9], but a variable number of context threads running on separate processors, as expressed in the DD annotations, see Fig. 3.

The interaction overview diagram (IOD) in Figure 4 depicts the performance scenario, where the analysis goals will be studied. Considering this IOD, an agent will change its current context (moveTo) and immediately will perform a method invocation to another agent (callTo).

The proposed analysis goals will be studied using as performance metric the one defined in the IOD, i.e. the scenario response time.

4.2 Performance parameters

The performance information concerning the actions duration and the messages delay has been taken from [9], they correspond to the experiment described in Section 4.1 when only one agent was executing the platform.

The actions are represented by the stereotype \(<\text{PAstep}>\), where the \(Pdemand\) tag specifies its corresponding execution or delay time as an exponentially distributed random variable. Table 1 summarizes the mean execution times that have been annotated along the sequence diagrams. By mean execution time we mean that...
these processing times have been measured by running the system repeating 50 iterations per agent. Experiments in [9] were developed in this way to ensure accuracy in the experimental tests.

Another parameter that may impact the system performance is the probability of executing the optional fragment LocationTransparency in Fig. 2(b). Values close to 0 mean that the ProxyList of context $c_1$ owns knowledge enough to solve most of the RequestCall messages. Then, values close to 1 are supposed to penalize system performance.

The network is indirectly specified by the $\text{PAextOp}$ tagged value, see SendAgent message in the sequence diagram of Fig. 2(a). The $\text{<<PAresource>>}$ stereotype annotated in the lifeline of each object defines them as software components.

5. APPLYING THE PUMA APPROACH

Once, the performance scenario and its performance parameters have been defined, we apply the PUMA approach to get the performance models where to evaluate the proposed performance metric.

PUMA [23] is a framework that aims at extracting from a design model (UML or Use Case Maps) an intermediate model, called Core Scenario Model (CSM) [18]. PUMA describes how to translate the CSM into a target performance model, such as (layered) queueing networks or stochastic Petri nets. Concretely, we will use the translation given to obtain a Generalized Stochastic Petri Net (GSPN) [2].

5.1 Building the CSMs

The CSM is focused on describing performance Scenarios. A scenario is a sequence of Steps, linked by Connectors. A step is a sequential piece of execution. Connectors can include branches, merges, and forks and joins. The scenario has a Start and an End points, where it begins and finishes. Start points are associated with Workload, which defines arrivals and customers, and may be open or closed. There exist two kind of Resources: Active, which execute steps, and Passive, which are acquired and released during scenarios by special ResAcquire and ResRelease steps. Steps are executed by (software) Components which are passive resources. A primitive step has a single host processor, which is connected through its component.

According to PUMA, each sequence diagram in the IOD of Fig. 4 has been translated into a CSM scenario. So, Figs. 5(a) and 5(b) illustrate the CSMs that represent the UML sequence diagrams in Figs. 2(a) and 2(b).

In order to make clear how PUMA proposes to generate the CSMs, a piece of execution is explained. See the RequestMove message in the sequence diagram of Fig. 2(a), it is straightforward to check that it has its corresponding step in the CSM of Fig. 5(a). Furthermore, before executing it,
it is necessary to acquire the agent $a_1$ and the context $c_1$ software components, which run on the CPU Node$_1$.

Each element in a CSM (e.g., steps, components or resources) has attributes concerning the performance information annotated in the sequence diagram. For example, the RequestMove step has a demand attribute, its value is taken from the $\langle\langle$PAstep$\rangle\rangle$ annotation in the sequence diagram. However, we have not shown these performance attributes in our CSM scenarios due to lack of space, but they will be used when parameterizing the performance model.

### 5.2 Building the performance models

The next step is to translate the CSMs into GSPNs following the translation process given by PUMA. Figs. 6 and 7 depict the GSPNs that represent the CSMs in Figs. 5(a) and 5(b).

Just to outline the translation, see the UnregistryAgent step in the CSM of Fig. 5(a), it is mapped into a timed transition, see Fig. 6, being its delay defined as the demand attribute of the step. Previously, the agent $a_1$ and the context $c_1$ have been acquired, see transition $\text{t}_{\langle\langle a_1,c_1\rangle\rangle}$. Places representing resources, such as CPUs or software components, are marked with the amount of tokens specified by the corresponding $\text{PclosedLoad}$ tag.

Finally, the GSPNs in Figs. 6 and 7 are composed in order to obtain a performance model, i.e., a new GSPN that models the performance scenario in Fig. 4. GSPN composition is based on merging the net places that represent common elements in the CSMs, such as resources or components.
6. PERFORMANCE RESULTS

Once the performance model has been built, we use TimeNET [1] to compute the given metric in it by means of simulation techniques. Then, in the next sections we accomplish the analysis goals proposed in Section 4.1.

6.1 Validation of experimental results

Fig. 8 depicts the response times given by the experimental test in [9] and the performance model. The configuration for each one was described in Section 4.1. As it can be observed, the results are very similar, and in both cases the response time increases linearly.

In [9], linear scalability was considered acceptable, since the experiments were carried out to test the platform in a stressful scenario for highly mobile agents [16]. Moreover, for a platform to support 1500 agents in such scenario is a real challenge. Mobile agents platforms can get lower response times when agents do not move and communicate so frequently. In the following we describe the stressful scenario.

The goal is to make agents stay on a context for a very short time and continually calling among themselves. To do so, in the experimental configuration described in Section 4.1, each agent has a communication peer and performs the following steps: 1) calls its peer; 2) moves randomly to another context; and 3) steps 1 and 2 are repeated without delay until reaching 50 iterations. While the number of agents increases up to 1500, the performance of agent communication decreases; thus, a target agent could move to another context before a message reaches it. So, the scalability of the platform is studied in terms of the time that an agent needs to perform one iteration (callTo + moveTo) as the number of agents increases.

6.2 Optimal configuration and sensitivity analysis

Optimal configuration for a platform means to minimize the number of context threads needed to execute the agents while keeping the response time.

The analytical experiment in Fig. 8 was very relaxed in this sense and it considered up to 1500 threads, i.e., a thread per agent. However, in a new experiment, depicted in Fig. 9, we drastically reduced the number of threads, in a range from 50 to only 1, while keeping the rest of the parameters. The response time grows exponentially with values under 10 threads. Finally, Fig. 10 enlarges Fig. 9 in the range from 50 to 15 threads. Now, we can observe that the response times obtained in Fig. 8 are preserved only for the range from 50 to 40 threads. Therefore, 40 threads is the optimal configuration for the agent platform, because values lower than 40 cause response times greater than 6 sec. with 1500 agents.

The network speed may also affect the performance of the platform, influencing the time spent by agents traveling to another context, which is captured by the SendAgent task.

Using the optimal configuration with 1500 agents and considering that the SendAgent message size is 2KBytes, Fig. 11 illustrates the system response time when the delay of the SendAgent message varies. Be aware that a send delay of 10 ms corresponds with a network speed of 200 KBytes per second, while 250 ms corresponds with 8 KBytes per second. The system is sensitive to the network speed; although from 33 KBytes per second (60 ms), it does not perform better.

Figure 7: GSPN for agents communication.

Figure 8: System response times.
7. RELATED WORK

To the best of our knowledge, there is no other work that analyzes the performance of mobile agent tracking strategies using a model-based approach; an experimental analysis can be found in [9]. In the following, we study the most relevant works related with the modeling of mobility with performance analysis purposes.

Currently, there is no standard way for modeling mobility, although different proposals exist, some of them based on UML [5, 4, 7, 6], while others such as [8] follow some formalism, in this case PEPA nets.

The work in [5] presents an extension of the UML class, sequence and activity diagrams to model mobile systems and performance and security characteristics, but they do not explain how to get any performance model or how to compute metrics. In [7], a non-standard UML profile for modeling mobile systems using activity, deployment and state machine diagrams is proposed, as well as an extension for collecting performance information according to the UML-SPT. The models are automatically translated into queueing networks to analyze performance. [4] describes a UML-based methodology for modeling and evaluating the performance of mobile systems using use case, activity and deployment diagrams augmented with the UML-SPT. They use simulation techniques to compute metrics. [6] proposes a framework to model performability for mobile software systems using use case, sequence, collaboration and deployment diagrams, from which Stochastic Activity Networks (SANs) are obtained.

Finally, it is worth noticing some works that use Petri nets for mobility and performance. In [19], the performance of different communication paradigms is compared using stochastic Petri nets. [13] compares the performance of two software retrieval systems applying SPE techniques using high-level Petri nets.

8. CONCLUSION

In this paper we have analyzed the performance of the SPRINGS tracking approach.

The most interesting conclusion for SPE is that it has been possible to analyze one of the key aspects concerning performance of mobile agent platforms without tailoring an SPE methodology for this purpose. Therefore, the paper shows that the PUMA approach is powerful enough to deal with complex performance problems in the mobile agents software domain.

Taking our models and results as a background, we believe that interested practitioners can use PUMA to test their mobile agent platforms in hypothetical conditions, and they can address other performance problems in this domain following PUMA.
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