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Abstract

Interval time Petri Nets are Petri nets in which time inter-
vals are associated to transitions. Their quantitative anal-
ysis basically consists in applying enumerative techniques
that suffer the well known state space explosion problem.
To overcome this problem several methods have been pro-
posed in the literature, that either allow to obtain equivalent
nets with a reduced state space or avoid the construction
of the whole state space. The alternative method proposed
here consists in computing performance bounds to partially
characterize the quantitative behavior of interval time Petri
Nets by exploiting their structural properties and/or by ap-
plying operational laws. The performance bound computa-
tion is not a new technique: it has been proposed for timed
Petri nets. In this paper we present the results obtained from
a preliminary investigation on the applicability of bounding
techniques of timed Petri nets to interval time Petri Nets.

1. Introduction

Place/Transition (P/T) Petri nets [17] have been extended
in the literature with suitable time interpretations for the
modelling and analysis of real-time systems or with a per-
formance evaluation perspective. Giving a time interpreta-
tion consists in specifying the behaviour in time in such a
way that [9]: (1) the new model is compatible with the orig-
inal P/T model, (2) part of the non-determinism present in
the P/T model is reduced in order to take the timing con-
straints into account, and (3) the behaviour of the system is
specified precisely enough to be able to check or compute
the temporal properties under study.

Time Petri Nets (TPNs), as defined by Merlin and Faber
in [16], reduce the non-determinism in the duration of ac-
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tivities of P/T Petri nets by associating a time interval with
each transition. Interval limits define the earliest and the
latest firing time of the transition, relative to the instant at
which it was last enabled.

The same kind of reduction could be applied to the non-
determinism involved in the choice among several conflict-
ing transitions. Let us consider the case of a free-choice
between two transitionst1 and t2. One might specify, as
an additional interpretation of the net system, that transi-
tion t1 cannot fire more thank1 times per each firing of
t2 during a given observation period and vice-versa, thatt2
cannot fire more thank2 times per each firing oft1 during
the same observation period. To the best of our knowledge,
this possible interpretation was introduced in [9], with the
purpose of illustration of basic concepts of time interpreta-
tion of P/T Petri net models, and it has not been elaborated
later in the literature. We return to that interpretation in
this paper, and we give to it the name “TPN with interval
firing frequencies” (TPNF), as a particular case where new
analytical techniques can be derived to compute temporal
properties.

One more step in the reduction of the non-determinism
in the duration of activities, in addition to the time interval
approach proposed by Merlin and Faber, is to introduce a
stochastic measure for the duration within the given inter-
val. In this sense, Extended Time Petri Nets (XTPNs) of
Juanole et al. [11, 21], reduce the non-determinism by as-
sociating a probability density function to each transition
firing time that takes a non-null value only within a given
firing interval for each transition.

Usually, TPNs are used to validate timing requirements,
while the stochastic reduction of the non-determinism in-
troduced in XTPNs as an extension of TPNs, allows to ver-
ify performance requirements. The quantitative analysis of
such kind of nets basically consists in applying enumera-
tive techniques, i.e., based on the construction of the graph
of the state class [3, 4] or of the discrete reachability graph
[18] for TPNs and of the randomized state graph [21] for
XTPNs, that suffer the well known state space explosion
problem even in case of bounded nets. To tackle this prob-



lem, alternative methods have been proposed in the litera-
ture such as reduction methods [23] that allow to obtain nets
with a reduced state space in which the timing and concur-
rency properties are preserved or parametric descriptions of
transition firing sequences [19] that avoid the construction
of the whole state space.

In this paper, we consider interval Time Petri Nets (i.e.,
TPNs, TPNFs, XTPNs) and structural subclasses of them,
and we propose an efficient method to compute perfor-
mance bounds for the throughput of transitions and for the
mean marking of places by means of the solution of lin-
ear programming problems derived from the structure of the
net, the initial marking, and the time interpretation.

The analysis method proposed here can be considered
as a generalization of the existing well established perfor-
mance bound computation techniques for timed Petri nets
(in the sense of Ramchandani [20]) and stochastic Petri nets
[7, 6, 8, 10, 14], since the Petri nets that we consider now
preserve a higher level of non-determinism both in the du-
ration of activities (interval time specification) and conflict
resolution (interval firing frequencies).

The paper is organized as follows. In Section 2, ba-
sic definitions and notations for interval Time Petri Nets
are given. Operational definitions of throughput of transi-
tions and mean marking of places are also recalled. Sec-
tion 3 includes the technique for the computation of bounds
for interval Time Petri Nets by presenting a set of lin-
ear equations and inequalities that are used as constraints
of linear programming problems stated to compute upper
and lower bounds for the defined performance indices. In
Section 4, specific techniques for the computation of per-
formance bounds for structurally defined subclasses, like
marked graphs or free choice nets, are introduced. An
example of application to a communication protocol with
ACK and with a time-out mechanism for controlling the
message loss is presented in Section 5. Concluding remarks
are summarized in Section 6.

2. Definition and notation

Time Petri Net (TPN) is a tupleT = (P, T, B, F, M0, I)
whereP is the set of places,T is the set of transitions,B :
T × P → IN is the backward incidence function,F : T ×
P → IN is the forward incidence function. The input sets
of p ∈ P and t ∈ T will be denoted as•p = {t ∈ T :
F (t, p) ≥ 1} and•t = {p ∈ P : B(t, p) ≥ 1} respectively;
the output set ofp ∈ P will be denoted asp• = {t ∈ T :
B(t, p) ≥ 1}. M0 : P → IN is the initial marking function,
I : T → IQ+

0 × (IQ+
0 ∪∞) is the static interval function that

assigns to each transition∀t ∈ T a time intervalI(t) =
(a[t], b[t]), a[t] ≤ b[t], wherea[t] is thestatic earliest firing
time and b[t] is the static latest firing time. a[t] and b[t]
are relative to the instant at which the transitiont was last

enabled, so that ift has been last enabled at timeτ then
it may not fire beforeτ + a[t] and it must fire before or
at τ + b[t] unless it is disabled before then by the firing
of a conflicting transition. Firing itself is immediate. A
state of a TPN is defined as a pairS = (M, Id) whereM
is the marking function andId is a firing interval function
that associates to each transition the time (dynamic) interval
ad[t], bd[t] in which the transition is allowed to fire. Firing
of a transitiont at timeθ from a stateS = (M, Id) leads to a
stateS′ = (M ′, I ′d) whereM ′ = M +F (t, ·)−B(t, ·) and
the new firing interval functionI ′d assigns to each transition
concurrent witht its remaining firing time interval, to each
newly enabled transition its static firing time interval and to
each disabled transition a null firing time interval.

In absence of multiple enabledness the memory policy
associated to transitions of a TPN corresponds to the en-
abling policy [15] defined for Stochastic Petri Nets since
only transitions concurrent witht take into account of their
enabling time from their last enabling instant. In presence
of multiple enabledness, we will assume that theextended
firing rule with non-deterministic strategy[2] is adopted:
the transitions of a TPN are then characterized by an in-
finite server semantics and their memory policy is still of
type enabling.

A TPN with interval firing frequencies (TPNF) is a TPN
in which an interval of firing frequencies is associated to
each transition in extended free-choice conflict. In a TPNF
the extended free-choice conflicts are still not determinis-
tic, but the non-determinism is reduced by assuring that, for
each pair of conflicting transitions, the ratio between their
throughputs during an observation period falls into a finite
interval. Formally a TPNF is defined asT F = (T , R),
whereT is the underlying TPN model andR : T ′ ⊆ T →
IQ+ × IQ+ is the interval frequency function that assigns an
interval(ri[t], rs[t]), ri[t] ≤ rs[t] to each transitiont ∈ T ′,
whereT ′ =

⋃
j ECSj is the union of the equal conflict

sets. For each equal conflict setECSj , there exists a transi-
tion t′ ∈ ECSj such thata[t′] ≤ mint∈ECSj{b[t]} where
R(t′) = (1, 1).

Extended Time Petri Net (XTPN) is the stochastic ex-
tension of TPN; formally, a XTPN is defined as a pair
XT = (T , F0), whereT is the underlying TPN model
andF0 is a functional that assigns to each transitiont ∈ T
an initial firing probability density function defined over its
static firing time intervalI(t). The state of a XTPN is a
triplet S = (M, Id, Fd), where(M, Id) is the state of the
associated TPN modelT and Fd is a functional that de-
fines the firing probability density function to each transi-
tion with non-empty firing interval. A transitiont, enabled
in markingM , can fire at timeθ if it is firable in the un-
derlying TPN and its probability of firing before or atθ is
not zero. The new state reached by the firing oft is a state
S′ = (M ′, I ′d, F

′
d), where(M ′, I ′d) is the state reached in



the underlying TPN andF ′d is a functional that defines the
new probability density functions of the transitions enabled
in markingM ′ according to the enabling memory policy.
Concretely,F ′d associates to the newly enabled transitions
their initial probability density functions and to transitions
concurrent witht it assigns the probability density functions
of their remaining times to fire.

Let us introduce the basic quantities that can be collected
during the period(0, Γ), Γ ∈ IR+ by observing the behavior
of an interval Time Petri Net1:

M̄ [p] =
1
Γ

∫ Γ

0

M [p](τ)dτ (1)

the average marking ofp ∈ P , where M [p](τ) is the
number of tokens inp at timeτ ∈ (0, Γ);

ē[t] =
1
Γ

∫ Γ

0

e[t](τ)dτ (2)

the average enabling degree oft ∈ T , where
e[t](τ) = minp∈•t{M [p](τ)

B(t,p) } is the number of instances of
t enabled at timeτ ∈ (0,Γ);

θj [t] =
∫ Γ

0

ej [t](τ)dτ (3)

the enabling time for the j-th instance of transitiont during
the experiment interval, whereej [t](τ) is the characteristic
function that evaluates to 1 iff the j-th instance is enabled at
time τ ∈ (0, Γ) (i.e.,e[t](τ) ≥ j);

x[t] =
Φ[t]
Γ

(4)

the throughput oft ∈ T in (0, Γ), whereΦ[t] is the number
of firing of t during the experiment interval.Φ[t] can be
expressed asΦ[t] =

∑∞
j=1 Φj [t] whereΦj [t] is the number

of firing of the j-th instance oft in (0, Γ).

3. Bounds for interval Time Petri Nets

Given an interval Time Petri net, letx[t] andM̄ [p] be
the throughput of transitiont ∈ T and the average marking
of placep ∈ P , respectively, during an observation inter-
val (0, Γ), Γ ∈ IR+. The upper and lower bounds forx[t∗]
of a given transitiont∗ (or for M̄ [p∗] of a given placep∗)
can be computed by solving a linear programming problem
(max-LP problem for the upper bound and min-LP prob-
lem for the lower bound) in which the objective function is
x[t∗] (or M̄ [p∗]) and subjects to a set of constraints that are
derived from the Petri net structure and from the enabling
operational law.

1To simplify the notation we omit the dependence of the basic quanti-
ties onΓ.

3.1. Structural constraints

Structural constraints are based on the net structure and,
at most, on the initial marking. A first set of constraints
is derived by considering that for all markings reachable
at instantτ ∈ (0,Γ), denoted in vectorial form asMr(τ),
we have thatMr(τ) = M0 + (F−B)T σr(τ), where
σr(τ) is a feasible firing count vector until instantτ , M0 is
the initial marking vector and(F−B)T is the incidence
matrix. The average marking vector̄M during the time
interval(0,Γ) has to satisfy the linear equality:

M̄ = M0 + (F−B)Tσ (5)

whereσ is the average firing count vector during the exper-
iment interval.

Proof. From definition (1) written in vectorial form and
from the reachability equation:

M̄ =
1
Γ

∫ Γ

0

Mr(τ)dτ =

1
Γ

∫ Γ

0

M0 + (F−B)T σr(τ)dτ =

M0 + (F−B)T
1
Γ

∫ Γ

0

σr(τ)dτ

takingσ = 1
Γ

∫ Γ

0
σr(τ)dτ the equality (5) follows. ¦

A second set of constraints is derived from the token
flow relations for places:

∑
t∈•p

x[t]F (t, p) ≥
∑
t∈p•

x[t]B(t, p), ∀p ∈ P (6)

that become equalities ifp is bounded. Obviously, the
average marking vector, the average firing count vector and
the transition throughputs are always non negative values:

M̄, σ ≥ 0, x[t] ≥ 0 ∀t ∈ T (7)

3.2. Enabling operational law constraints

This set of constraints is derived from the enabling
operational law applied on Petri Nets (orutilization law
with classical queueing systems terminology [13]); they
take into account of the timing information of the net, that
is the static interval functionI. A first constraint is given
by the following inequality:

Throughput upper bound inequality

∀t ∈ T and ∀p ∈ •t : x[t] ≤ M̄ [p]
a[t]B(t, p)

(8)

for all experiment intervals(0, Γ), Γ ∈ IR+.
Proof. Let us consider a transitiont ∈ T wherea[t]

is the earliest static firing time. Then, assuming the j-th
instance becomes enabled at the instantτ ∈ (0, Γ), where



Γ ∈ IR+, it cannot fire beforea[t] + τ : this means that the
minimum firing waiting time isa[t]. Then maximum num-
ber of firing of the j-th instance oft during the experiment

interval is given by
⌊

θj [t]
a[t]

⌋
, so that:

Φj [t] ≤ Φmax
j [t] =

⌊θj [t]
a[t]

⌋
≤ θj [t]

a[t]
.

Then summing over all the instances oft and dividing byΓ
the first and the last member we obtain:

x[t] ≤
∑∞

j=1 θj [t]
Γ

1
a[t]

Replacing θj [t] with its definition and exchanging the
integral and the sum signs we get:

x[t] ≤
∫ Γ

0

∑∞
j=0 ej [t](τ)dτ

Γ
1

a[t]

Now considering that the equalitiese[t](τ) =∑∞
j=0 ej [t](τ) and e[t](τ) = minp∈•t{M [p](τ)

B(t,p) } hold
for all τ , we obtain:

x[t] ≤
∫ Γ

0
M [p](τ)dτ

a[t]B(t, p)Γ
=

M̄ [p]
a[t]B(t, p)

, ∀p ∈ •t ¦

Note that constraint (8) can be applied to transitions that
are either persistent, i.e., once enabled they eventually fire,
or in conflict. In casea[t] = 0 the inequality still holds:
x[t] ≤ ∞.

The following constraints hold, instead, only for persis-
tent transitions:

Throughput lower bound inequalities Let us consider
an observation interval(0, Γ), Γ ∈ IR+ either large enough
or such thatM [p](Γ) = 0 and lett ∈ T : •t = {p}. Then:

x[t]b[t] ≥ M̄ [p]−B(t, p) + 1
B(t, p)

(9)

If ∀τ ∈ (0, Γ) : M [p](τ) ≤ N [p] we have the further con-
straint:

x[t]b[t] ≥ k
M̄ [p]− kB(t, p) + 1
N [p]− kB(t, p) + 1

(10)

wherek ∈ IN : kB(t, p) ≤ N [p] < (k + 1)B(t, p).
Considering transitions with two input places,

t ∈ T : •t = {p1, p2}, if ∀τ ∈ (0, Γ) : M [p1](τ) ≤
N [p1],M [p2](τ) ≤ N [p2] andN [p1] ≤ N [p2], then:

x[t]b[t]B(t, p1) ≥ M̄ [p1]−B(t, p1) + 1−N [p1]f2 (11)

wheref2 =
(
1 − M̄ [p2]−B(t,p2)+1

N [p2]−B(t,p2)+1

)
. Finally, a generaliza-

tion of the inequality (11) is the following:

x[t]b[t]B(t, p1) ≥ M̄ [p1]−B(t, p1) + 1 (12)

−N [p1] max
1<j≤k

{fj}

where•t = {p1, . . . , pk}, ∀j = 1, ..., k, ∀τ ∈ (0, Γ) :
M [pj ](τ) ≤ N [pj ], N [p1] ≤ N [pj ], and

fj =
(
1− M̄ [pj ]−B(t, pj) + 1

N [pj ]−B(t, pj) + 1

)
.

Proof. The above constraints are derived from the ones
proved in [10] by considering that:

• being t persistent, for each j-th instance oft once
enabled at time instantτji eventually fires at a time
instant always less than or equal toτji + b[t] so that its
firing waiting timesSji ≤ b[t],∀i;

• the enabling time for the j-th instance oft during the
observation interval(0, Γ) can be written as:

θj [t] =
Φj [t]∑

i=1

Sji + δj ≤ Φj [t]b[t] + δj

whereSji represents the firing waiting time of the j-th
instance enabled at a time instantτi : τi + b[t] < Γ,
andδj ∈ [0, b[t]) represents a possible not complete
firing waiting time because of the choice ofΓ.

• If Γ is chosen such asM [p] = 0 for a p ∈ •t or
Γ → ∞ then δj = 0,∀j and the following relation
holds for the mean service time oft in (0, Γ):

S̄[t]
def
=

∑∞
j=1 θj [t]∑∞
j=1 Φj [t]

≤ b[t]. ¦

In case of XTPNs the enabling law constraints given in
this sub-section can be replaced with the ones defined in
[10] for Stochastic Petri Nets where the mean service time
S̄[t] of transitiont is the expected value of the firing time

distribution associated tot, i.e.,S̄[t] =
∫ b[t]

a[t]
xft(x)dx.

3.3. Routing constraints

Routing constraints for transitions that are in structural
extended free-choice conflict can be defined only for
TPNFs and, under certain restrictions, for XTPNs. Let
us consider the equal conflict relation [24]:ti EQ tj iff
B(ti, ·) = B(tj , ·) 6= ∅; it is an equivalence relation and
let ECS be an equal conflict set. Given an observation
interval (0,Γ), Γ ∈ IR+, for each pair of transitions
tj , tk ∈ ECS of a TPNF such thata[tk], a[tj ] ≤ aLFT ,
whereaLFT = mint∈ECS{b[t]} we have:

ri[tj ]x[tk] ≤ rs[tk]x[tj ], ri[tk]x[tj ] ≤ rs[tj ]x[tk]. (13)

Proof. From definition of TPNF, the following inequalities
hold for the number of firings oft ∈ ECS, a[t] ≤ aLFT
during(0, Γ):

ri[t]Φ[t0] ≤ Φ[t] ≤ rs[t]Φ[t0]

where t0 ∈ ECS : a[t0] ≤ aLFT,R(t0) = (1, 1).
Dividing by Γ we obtain the same inequalities for the
throughput. Then,∀t ∈ ECS, a[t] ≤ aLFT :



ri[t] ≤ x[t]
x[t0]

≤ rs[t] and
1

rs[t]
≤ x[t0]

x[t]
≤ 1

ri[t]

Considering that:
x[tj ]
x[tk]

=
x[tj ]
x[t0]

x[t0]
x[tk]

it is trivial to obtain inequalities (13). ¦
Let us consider now a XTPN and denote asft(y) the
initial firing probability density function oft ∈ ECS.
If 1) no other transitiont′ 6∈ ECS can become en-
abled concurrently witht ∈ ECS and 2) there exists
p ∈ •t : M [p](τ) ≤ B(t, p),∀τ ∈ (0,Γ) then the probabil-
ity that t fires first is marking and time independent, and it
is given by:

P [t] =
∫ aLFT

a[t]

ft(y)
[ ∏

t′∈ECS,t′ 6=t

∫ b[t′]

y

ft′(z)dz
]
dy.

We can then define the following routing constraints for all
ti, tj ∈ ECS, such thata[ti], a[tj ] < aLFT :

x[ti]
P [ti]

=
x[tj ]
P [tj ]

(14)

Moreover, if there existst ∈ ECS : a[t] ≥ aLFT , then
transitionst′ ∈ ECS with a[t′] > aLFT have null firing
probabilities and we can deduce thatx[tj ] = 0. Although
restrictions 1) and 2) given above are quite strong, suffi-
cient structural conditions can be applied in order to ver-
ify them, i.e., structural mutual exclusion condition based
on P-invariants for the verification of 1) and the structural
marking bound computation for the verification of 2).

3.4. Application of preselection policy

The bounds for transition throughputs and for mean
number of tokens in places of an interval Time Petri net can
be possibly improved by applying a preselection policy to
timed transitions in free-choice conflict to make them per-
sistent so that inequalities (9) and (10) can be included in
the set of constraints of the LP problem.

Let us assume to have a free-choice conflict between
n transitionst1, .., tn of a TPN, where•tk = {p}, ∀k =
1, .., n, characterized by firing intervalsI(tk) = [ak, bk]
as depicted in the upper part of Figure 1. LetaLFT =
mink=1,...,n{bk} be the actual latest firing time of the con-
flicting transitions: when the conflicting transitions are en-
abled, each transitiontk can fire at a time instantτk ∈
[ak, aLFT ]. Without loss of generality we can assume that
ak ≤ aLFT for the firstL transitions andak > aLFT for
the remaining ones. Then, there is an actual conflict only
between the firstL transitions and the behavior of the free-
choice conflict isequivalentto the net depicted in the lower
part of Figure 1.

t1

I(t1)=[a1,b1]

t2

I(t2)=[a2,b2]

p

t1’

I(t1’)=[a1,aLFT]

tL’

p

p1 pL

t01

I(t01)=[0,0]

t0L

tn

I(tn)=[an,bn]

aLFT = min (bk), k=1,...,n
ak <= aLFT, k=1,...,L
ak > aLFT, k=L+1,...,n

tL+1’

I(tL+1’)=[aL+1,bL+1]

tn’

pL+1’ pn’

I(tL’)=[aL,aLFT]

I(t01)=[0,0]

I(tn’)=[an,bn]

Figure 1. Preselection policy in free-choice
TPNs.

Our equivalence notion is basically a timed trace equiv-
alence that preserves the maximum and the minimum
throughputs of timed transitions.

Let us consider the integer reachability graph (RG) [18]
associated to a TPNT . The node of the RG are integer
states of the net, that is states where the current local time
for each enabled transition is an integer; this RG includes
only a discrete part of all the possible net behaviors, but it
has been proved that this knowledge is sufficient to deter-
mine the min/max durations of a given feasible firing se-
quence.

A path of the RG from the initial states0 to a statesn

represents a feasible firing schedule and it is characterized
by transitions, whose firing happens timeless, and by time
durations, and it can be denoted asσ : s0

σ0−→ s1
σ1−→

...
σn−2−→ sn−1

σn−1−→ sn where eitherσi ≡ (t, 0), t ∈ T or
σi ≡ (τ, ni), ni ∈ IQ+.

Let us consider the setΣ = {σ : s0
σ0−→ s1

σ1−→ ...
σn−2−→

sn−1
σn−1−→ sn, n ∈ IN} of the feasible finite firing sched-

ules ofT . From the setΣ we construct the setΣc contain-
ing the finite firing schedules ofΣ reduced in a canonical
form. As canonical form of a feasible firing schedule we
mean a firing schedule where the immediate transitions are
considered not observable, and hence eliminated, and the
subsequences representing only time elapsing are collapsed
into a unique transition from the initial state to the final state
of the subsequence representing the global time duration of
the subsequence.

Let us denote asπ1 andπ2 the first and the second pro-
jection functions, respectively;Timm = {t ∈ T : a[t] =
b[t] = 0} and Ttimed = T \ Timm the sets of immedi-
ate transitions and of timed transitions ofT . The canonical



φ(0) = 0;

φ(i) =





φ(i− 1) + 1 if π1(σφ(i−1)) ∈ Ttimed

φ(i− 1) + k if ∃k ∈ IN+ : ∀l ∈ [φ(i− 1), φ(i− 1) + k − 1] π1(σl) 6∈ Ttimed ∧
∃l ∈ [φ(i− 1), φ(i− 1) + k − 1] π1(σl) = τ

φ(i− 1) + k + 1 if ∃k ∈ IN+ : ∀l ∈ [φ(i− 1), φ(i− 1) + k − 1] π1(σl) ∈ Timm ∧
φ(i− 1) + k + 1 ≤ n

# otherwise

Table 1. Index function

form can be constructed in a recursive way and it is based
on the definition of the index function given in Table 1:

Definition 1 Let σ : s0
σ0−→ s1

σ1−→ ...
σn−2−→ sn−1

σn−1−→
sn ∈ Σ be a feasible firing schedule, the canonical form

of σ is an observable feasible firing scheduleσ′ : s′0
σ′0−→

s′1
σ′1−→ ...

σ′
n′−2−→ sn′−1

σ′
n′−1−→ sn′ where:

n′ = max
φ(i)6=#

{i},

s′i = sφ(i),

σ′i =





(
π1(σφ(i+1)−1), 0

)
if π1(σφ(i+1)−1) ∈ Ttimed(

τ,
∑φ(i+1)−1

l=φ(i) π2(σl)
)

otherwise

With the previous definition we can finally define our
notion of equivalence between two TPNs:

Definition 2 Let Σc
1 and Σc

2 be the sets containing the
finite firing schedules ofT1 and T2, respectively, reduced
in their canonical form. ThenT1 and T2 are equivalent
(T1 ≡ T2) iff there exists a bijectionβ : T 1

timed → T 2
timed,

defined between the sets of timed transitions of the two
models, such that:

∀ σ = s0
σ0−→ s1

σ1−→ ...
σn−2−→ sn−1

σn−1−→ sn ∈ Σc
1 :

∃ | σ′ = s′0
σ′0−→ s′1

σ′1−→ ...
σ′n−2−→ s′n−1

σ′n−1−→ s′n ∈ Σc
2,

where:

σ′i =
{

(β(ti), 0) if ti ∈ T 1
timed

σi otherwise
and

∀ σ′ = s′0
σ′0−→ s′1

σ′1−→ ...
σ′n−2−→ s′n−1

σ′n−1−→ s′n ∈ Σc
2 :

∃ | σ = s0
σ0−→ s1

σ1−→ ...
σn−2−→ sn−1

σn−1−→ sn ∈ Σc
1,

where:

σi =
{

(β−1(ti), 0) if ti ∈ T 2
timed

σ′i otherwise

Property 1 The transformation of a timed free-choice net
into an immediate free-choice net as depicted in Figure 1
leads to a≡ equivalent net.

Proof sketch. Let us consider a TPNT1 with a timed
free-choice conflictFCS = {t1, ..., tn} and letT2 be the
TPN derived from the former by applying the transforma-
tion of the timed free-choice conflict into an immediate one
as depicted in Figure 1. The proof consists in the following
steps:

1. define a bijectionβ over the sets of timed transitions
of the two models.β is equal to the identity function
for transitionst ∈ T 1

timed \ FCS and it assigns to
each transition oftk ∈ FCS the corresponding timed
transitiont′k as depicted in Figure 1.

2. Verify, by induction on the lengthn of the canonical
firing schedules, that for each canonical firing schedule
σ ∈ Σ1c of T1 there exists a unique firing schedule
σ′ = β∗(σ) ∈ Σ2c and vice versa, whereβ∗ is the
bijection induced byβ.

Property 2 The equivalence≡ preserves the minimum and
the maximum throughputs of timed transitions.

Proof (for the minimum throughput).Let us consider
two TPN modelsT1 and T2 such thatT1 ≡ T2, and let
Σ1c andΣ2c be the sets of the canonical firing schedules
of T1 and ofT2, respectively. We first have to define the
minimum throughput of a transitiont ∈ T 1

timed as function
of canonical firing schedules belonging to the setΣ1c.
Given Γ ∈ IQ+, let us consider the following subset of
canonical firing schedules ofT1:

Σ1c(Γ) = {s0
σ0−→ ...

σn−1−→ sn ∈ Σc
1 |

n−1∑

i=0

π2(σi) = Γ

or
( n−2∑

i=0

π2(σi) < Γ and
n−1∑

i=0

π2(σi) > Γ
)

(15)

that is the subset of canonical firing schedules of time
length equal toΓ or strictly betweenΓ − π2(σn) and Γ,
whereσn is the last event of the schedule causing the state
change. Let us define asnt(σ) the number of occurrences
of t in σ ∈ Σ1c(Γ) then the minimum throughput oft in the



time interval(0,Γ) is given by:

Xmin[t](Γ) =
minσ∈Σ1c(Γ)

(
nt(σ)

)

Γ
.

We prove now that the minimum throughput oft is equal to
the minimum throughput ofβ(t), whereβ is the bijection
defined by the equivalence≡. We denote asΣ2c(Γ) the
subset of canonical firing schedules ofT 2 analogous to
Σ1c(Γ), then β induces a bijection between the subsets
Σ1c(Γ) andΣ2c(Γ) such that:

∀σ ∈ Σ1c(Γ) ∃ | σ′ ∈ Σ2c(Γ) : nt(σ) = nβ(t)(σ′)

and vice versa

∀σ′ ∈ Σ2c(Γ) ∃ | σ ∈ Σ1c(Γ) : nβ(t)(σ′) = nt(σ).

So that:

min
σ′∈Σ2c(Γ)

(
nβ(t)(σ′)

)
= min

σ∈Σ1c(Γ)

(
nt(σ)

)
= n(Γ).

We can conclude that:

Xmin[β(t)](Γ) =
n(Γ)

Γ
= Xmin[t](Γ).

Analogous consideration can be done for the maximum
throughput. ¦

Similar transformations of timed free-choice conflicts
into immediate ones can be carried out in case of TPNFs
and, under the restrictions 1) and 2) stated in sub-section
3.3, of XTPNs. In particular, the transformation of a free-
choice conflict amongn transitions of a TPNF is illustrated
in Figure 2. The replacement of a timed free-choice con-
flict of a XTPN with an immediate one leads to a general
Stochastic Petri Net with finite support probability distribu-
tion functions (PdFs) defining the service time of transitions
(i.e., the PdFs used in the original XTPN), in which the im-
mediate free-choice conflict is characterized by immediate
transitionst0i with weights equal to the probabilitiesP [ti],
defined in sub-section 3.3, and by persistent timed transi-
tions t′i with a PdF of the firing times that is the minimum
of the PdFs associated to the timed transitionsti.

4. Bounds for special classes of interval Time
Petri Nets

In case of live and bounded systems similar techniques
as the ones defined for Stochastic Petri Nets which make
use of P-semiflows [5, 7, 6, 8] can be applied for the com-
putation of bounds of operational performance measures
for interval Time Petri Nets. In this section, we analyze
the simplest structural classes of Petri Nets that is Marked
Graphs (MGs) and Free Choice nets (FCs). Interval Time
Petri Nets belonging either to MG class or to FC class sat-
isfy the “performance monotonicity property”, that islocal

t1

I(t1)=[a1,b1]

t2

I(t2)=[a2,b2]

p

t1’
I(t1’)=[a1,aLFT]

tL’
I(tL’)=[aL,aLFT]

p

p1 pL

t01

I(t01)=[0,0]
t0L

tn

I(tn)=[an,bn]

aLFT = min (bk), k=1,...,n
ak <= aLFT, k=1,...,L
ak > aLFT, k=L+1,...,n

tL+1’

I(tL+1’)=[aL+1,bL+1]

tn’

pL+1’ pn’

R(t1)=(1,1) ir n sr n),R(tn)=(ir 2 sr 2),R(t2)=(

R(t1)=(1,1)
I(t0L)=[0,0]

ir L sr L),R(tL)=(

I(tn’)=[an,bn]

Figure 2. Preselection policy in free-choice
TPNFs.

pessimistic transformation, such as incrementing the aver-
age firing times, leads to a slower transformed net system,
so the we can use the extreme points of the transition in-
terval firing times for the computation of their performance
bounds.

4.1. Marked Graphs

A Marked Graph is an ordinary Petri Net such that∀p ∈
P : |•p| = |p•| = 1. Transitions belonging to a MG are
characterized by the same visit ratios and hence by the same
throughputx[t] = x, ∀t ∈ T, ∀(0,Γ), Γ ∈ IR+.

The steady state average cycle time of the MG, defined
asTC = 1

x , can be bounded by solving the following LP
problem[6]:

TC ≥ maximum y ·BT · s̄ (16)

subject to y · (F−B)T = 0
y ·M0 = 1
y ≥ 0

wherey is a vector of variables,BT and(F−B)T are the
pre-incidence and the incidence matrices, respectively,M0

is the initial marking vector and̄s is the mean service time
vector.

In case of TPNs (or TPNFs2) we can also use this LP
problem to compute the transition throughput bounds by
replacing the unknown vector̄s with the available timing
information.

Upper bound We consider the best performance case that
is the case in which the mean firing time of each transition
is equal to the minimum of its static firing interval, i.e.,
∀t ∈ T : s̄[t] = a[t]. Let T a

C be the solution of the LP

2Note that marked graph TPNFs reduce to TPNs.



problem (16) in which the vector̄s is replaced by the vector
of the transition earliest firing timesa =

[
a[t]

]
t∈T

, then the
throughput upper bound of each transitiont ∈ T is given
by:

UB[xt] =
1

T a
C

, ∀t ∈ T.

Lower bound We consider the worst performance case
that is the case in which the mean firing time of each tran-
sition is equal to the maximum of its static firing interval,
i.e.,∀t ∈ T : s̄[t] = b[t]. Let Tb

C be the solution of the LP
problem (16) in which the vector̄s is replaced by the vector
of the transition latest firing timesb =

[
b[t]

]
t∈T

. In case

of a deterministic Petri Net the valueTb
C corresponds to the

exact cycle time value. Being the deterministic Petri Net
the worst performance approximation of the given interval
Time Petri Net we can take this value as a throughput lower
bound for the transitions of the interval Time Petri Net:

LB[xt] =
1

Tb
C

, ∀t ∈ T.

In case of XTPNs, being a subclass of Stochastic Petri
nets, the LP problem (16) can be used to compute the tran-
sition throughput bounds of marked graph XTPNs by taking

s̄ =
[ ∫ b[t]

a[t]
xft(x)dx

]
.

4.2. Free Choice nets (FCs)

A FC net is an ordinary Petri Net such that∀p ∈ P :
|p•| > 1 ⇒ •(p•) = {p}. Relative throughput of tran-
sitions t ∈ T belonging to a FC net are characterized by
visit ratiosv[t] that depend exclusively on the net structure
and on the routing rates of conflicting transitions. Under
the assumption that preselection policy is adopted for con-
flicts among timed transitions then it is possible to compute
a lower bound for the average interfiring time of a transition
t ∈ T (inverse of its throughput) by solving the LP problem
(16) in which vector̄s of mean service times is replaced by
the vectorD = v·̄s of average service demands, normalized
for the transitiont whose average interfiring time is under
study (i.e.,v[t] = 1) [5].

In TPNs and in TPNFs conflicts among transitions are
not deterministic, hence the routing rates of conflicting tran-
sitions cannot be calculated. However, it is always possible
to apply the preselection policy to timed conflicting transi-
tions and to compute the transition throughput bounds by
solving the general LP problem for the transformed net in
which also inequalities (8) and (9) can be included in the set
of constraints.

Timed transitions of a XTPN, under the restrictions 1)
and 2) stated in sub-section 3.3, can be made persistent and
the XPTN can be transformed into a general Stochastic
Petri net. Then it is possible to apply the LP problem (16)
in which vector̄s is replaced byD = v · s̄. The vector of

I(t6)=[1,1]
t6

t5
I(t5)=[0,0]I(t1)=[0,4]

I(t2)=[1,5]

t1

t2

p1
p3

p2
p4

I(t3)=[1,2]

I(t4)=[1,3]

t3

t4 p5

p6

R(t1)=(1,1)

R(t1)=(0.5,1.5)

Figure 3. Free choice TPNF with transitions
covered by all T-semiflows.

visit ratios can be calculated by solving the linear system
of equations:

(F−B)T · v = 0 (17)

v[ti]
P [ti]

=
v[tj ]
P [tj ]

, ∀ti, tj s.t. P [ti] 6= 0, P [tj ] 6= 0

v[t0] = 1, for a t0 s.t.P [t0] 6= 0

Upper bound for TPNF Another possibility of com-
puting throughput upper bound for a transitionti of a
free-choice TPNF is to solve the following non linear
problem after the preselection policy has been applied to
each timed conflicting transition:

TCi ≥ maximum y ·BT · v · ā (18)

subject to y · (F−B)T = 0
(F−B)T · v = 0
y ·M0 = 1
ri[tj ]v[tk] ≤ rs[tk]v[tj ] (19)

ri[tk]v[tj ] ≤ rs[tj ]v[tk] (20)

v[ti] = 1
y ≥ 0,v ≥ 0

where constraints (19) and (20) have to be applied for each
pair of transitions in conflict.

Lower bound for TPNF The set of transitionsT of a FC
net can be partitioned into the set of transitions that are cov-
ered by all T-semiflows,Tall, from the rest of transitions,
T \ Tall. Then, due to the fact that free-choice conflicts are
not deterministic, transitions inT \ Tall have throughput
lower bounds equal to zero. Transitions belonging toTall

may have instead non null throughput lower bounds, such
as for example transitiont6 of Figure 3.

Throughput lower bounds of transitionst ∈ Tall of a
TPNF can be computed by transforming the initial netT F
into the TPNFT F ′ that results from the replacement of
each timed free-choice conflict into an immediate one, and



by solving the following LP problem onT F ′:

Tub
C = maximum

m∑

j=1

b[tj ]v[tj ]
SE(tj)

(21)

subject to (F−B)T · v = 0
ri[tj ]v[tk] ≤ rs[tk]v[tj ] (22)

ri[tk]v[tj ] ≤ rs[tj ]v[tk] (23)

v[t∗] = 1
v ≥ 0

wherem is the cardinality of the set of transitionsT ′ of
T F ′, b[tj ] is the latest firing time of transitiontj ∈ T ′,
SE(tj) represents the structural enabling bound [5] fortj
and can be computed a priori (so it is not a variable), and
transition t∗ ∈ T ′ is covered by all T-semiflows. Con-
straints (22) and (23) apply to transitions ofT F ′ in conflict.
The inverse of the solution of the above LP problem,1

T ub
C

,

is a lower bound for transition throughput oft∗ ∈ Tall of
the original FC netT F .

The LP problem (21) is actually a modification of the
one stated in [5] for deterministic and Stochastic free-choice
Petri nets in which a set of constraint related to the visit
ratios of transitions have been added.

5. Example

The example presented in this section is taken from [12],
where an untimed Petri net model is used to represent the
behavior of a communication protocol. First, we have added
timing information to the untimed Petri net, obtaining the
TPN model depicted in Figure 4: the communication be-
tween two entities (source and sink) is started by the source
that sends a message to the sink (transitionT1) and waits
for an ack from the latter. When the message transmission
has been executed (transitionT2), the sink receives the mes-
sage (transitionT5) and sends the ack (transitionT6) to the
sender. After the reception of the ack (transitionT8) the
source entity is re-initialized. The source entity is provided
with a time-out mechanism that allows to detect the mes-
sage loss during the transmission (transitionT3) and to re-
send it (transitionT4).

Let us consider transitionT1 (the send action): the
min/max throughputs, forΓ sufficiently large, have been
computed on the class state graph, generated by the TINA
tool [1], and they are equal toXmin[T1] = 0 and to
Xmax[T1] = 0.2. The lower and upper bounds have been
calculated by solving the general LP problem on the TPN
derived from the application of the preselection policy to
transitionsT2 andT3, and they are equal to the min/max
throughputs, respectively.

Then, we have added stochastic information to the TPN
model obtaining a XTPN in which each timed transitiont

P1

T1 P2 T2 P5

T3
T4

P3

P9
T5

P6

P7

T6

P8P4T8

[2,3] [1,2]

[1,3][2,3] [1,2]

[1,1]

[0,1]

T7

[0,0]

Figure 4. The TPN model of the transmission
protocol

such thata[t] < b[t] is characterized by a uniform distribu-
tion over the firing interval(a[t], b[t]) and the timed transi-
tion T6 is characterized by a deterministic distribution with
delay1 (T8 is immediate).

The throughput ofT1 calculated by using analytical ap-
proximation technique [22] is equal toX(T1) = 0.12. The
computation of throughput bounds ofT1 has been carried
out by transforming the timed free-choice conflict into an
immediate one as stated at the end of Section 4 and by
solving, first, the general LP problem subject to constraints
(5,6,7,8, 9,11,14) and, then, by solving the general LP prob-
lem stated for Stochastic Petri Nets [5], with the following
results:XUB

1 [T1] = 0.167 andXLB
1 [T1] = 0.067, in the

first case, andXUB
2 [T1] = 0.122 andXLB

2 [T1] = 0.085, in
the second case. Concerning upper bound throughput, the
same resultXUB

2 [T1] is obtained by applying the LP prob-
lem (16) where vector̄s has been replaced byD = v · s̄ and
the vector of visit ratios has been computed by solving the
set of linear equations (17).

6. Conclusion

A first step for the development of structural perfor-
mance analysis techniques for interval Time Petri Nets has
been achieved in this paper.

We have shown that it is possible to compute upper and
lower bounds for the throughput of transitions and for the
mean marking of places in linear time on the net size, by
solving proper linear programming problems stated from
the net structure, the initial marking, and the parameters that
define the time interpretation.

The technique presented here is an extension of a pre-
vious linear programming based bound computation tech-
nique developed for timed and stochastic Petri nets. In the
case of the net interpretations considered in this paper, the



firing of transitions is restricted within an interval that de-
fines per each transition the earliest and the latest firing time
relative to the instant at which it was enabled. A similar in-
terval based definition is possible for the conflict resolution
policy at free choice conflicts that leads to the introduction
of the TPNFs. TPNFs have a practical interest, for example,
in the modelling of flexible manufacturing systems (FMS).
Usually, to model a production plan with Petri Nets it is nec-
essary to establish the proportion of parts that must be pro-
duced for each class of parts during a period of time and,
in many cases, this is carried out by fixing firing frequen-
cies of transitions that represent the starting of the produc-
tion of each class of parts. The possibility of modelling
the production plan with an interval frequency increases the
expression power of the model, making the FMS even more
flexible (i.e., it is possible to define the production plan with
a “fairness constraint” instead of with fixed ratios).

Additionally, if the probability density function over the
firing interval of each transition is also given, the mean
value of these variables can be also introduced in the de-
rived linear programming problems to improve the quality
of the computed bounds.
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