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Hierarchical strategy for dynamic coverage

C. Franco, D. Paesa, G. Lopez-Nicolas, C. Sagues and S. Llorente

Abstract— This paper is focused on dynamic coverage control function to minimize/maximize some performance index in
with a team of robots. In this framework, decentralized control g decentralized manner. Several approaches have been de-
algorithms have been investigated to deal with the efficient yq15ped to face the optimization function: Voronoi partitions
coordination of the resources. The main contribution is a novel ) . .
global strategy based on a hierarchical grid decomposition of [5], [6] potential fields [7], [8] gradient-based approaches
the domain. This decomposition allows an ordered coverage of [9], [10], [11].
the domain that combined with a gradient based control law This locational optimization problem can also be consid-

of the local error, achieves a better performance than previous ered as static [5], [9], or dynamic [10], [12]. In the static case,
approaches of dynamic coverage. The total coverage of the oy the density function and the final position of sensors are
domain is proven, and the good performance of the approach tati hich is similar to the facility locati bl Th
is supported with simulations. static, which is similar to the facility location problem. The
dynamic case is far wider: there are path planning algorithms
|. INTRODUCTION to cover areas bigger than the capacity of the sensors [12],

:f\trolling algorithms to visit periodically the points of space

. The coverage, mter_preted as giving service 0 a.n area, Is 3], [14], and dynamic coverage algorithms that are able to
interest in a wide variety of applications such as: deminin : :
dapt to an evolving environment [10], [11].

cleaning, lawn mowing, painting, etc. Due to the evolution Here, we focus on the motion control of a team of robots

of wireless communication, in the last decade numeroys ) P .
191 dynamic coverage. The objective is to cover coordinately
researchers have focused on coverage developed by multiple

- . domainD, until a level A*. The formulation is based on
mobile robots. A group of robots working together woul . . . . .
. the ideas introduced in [10], that are applicable to multiple
perform better than a single one would do. However, to ex-
: ) X . coverage problems. There, the authors propose a control
ploit the benefits of multi-robot systems is necessary to solve

. X . . L2 aw that switches between two actions: a covering action,
technical challenges involving the efficient coordination of . = . ) .

. : which is a gradient type kinematic control strategy to develop

the resources. Here, we focus on problems in which a team : LT . . )

: ) : ; . coverage in the direction of the maximum benefit obtained at

of robots is moving continuously in a coordinated way to . ) . . o

cover the domain each instant; and a perturbation action, which is used when

Many topics related to coverage can be found in ththe robot is trapped in local minima, and consists in a linear

. . Feedback control law to direct the robot towards the nearest
literature. If the resources or robots are static, the problem IS : .
oint that is not covered yet. Here, we propose a motion

known as location-allocation of resources. It is an interestin& : . .
rategy that weights continuously local and global strategies,

problem that has many applications. The first paper dea“qrqstead of switching, to achieve an efficient coverage of the

with allocation of resources dates from 1909 when WebeJ ) : .
. ) : : L : omain. The local strategy is also based on the gradient,
studied the optimal location of industries in a region [1]

Since then, location optimization problems have been studi‘é?clilt we propose a new approach for the global strategy. This

: . : . iS the main contribution and it is based on a hierarchical
and reviewed from different points of view [2], [3], [4]. rid decomposition of the domain. It is inspired by ideas

In the last years, authors have started to consider mob fat have been used in path planning algorithms for finding

resources, and vangble and unknown enqunment._ In th(!asfree path in environments with obstacles [15] but, to the
way, teams of mobile robots can adapt their locations t

Best of our knowledge, this is the first time that are proposed

environmental changes or robot failures. They also ¢ 'S deal with dynamic coverage problems. In the field of path

move periodically to cover a bigger area achieving a better, . . . .
) . . lanning algorithms, [16] also uses a hierarchical approach,
performance than static robots. This problem is referred t0

as area coverage and. althouah multiole applications are ut based on Voronoi diagrams of wide and narrow spaces.
; : 9 N 9 pie app PSar approach allows an ordered coverage of the domain in a
sible, literature is mainly focused on sensing. The covera

€ o . . .
. A %lmple way, achieving the coverage objective with a high
problem is usually formulated by means of an optimization .. . : : :
efficiency. This proposal is decentralized, and each robot
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presents the strategy to select global objectives based ®he objective of the control law is to drive the errgs_(t)

a hierarchical grid decomposition. Section IV presents angh 0. We propose a control law with two components: one
discusses simulation results. local, £ (t), that depends on the coverage error of servicing
range of the robot, ana$(t), that depends on the level

Il. PROBLEM FORMULATION : .
) ) .of coverage of the whole domain. The local component is
In this section, we propose a new control law for dynam'%omputed with:

coverage tasks developed by a team of robots. The objective
is to reach a desired coverage level(z) > 0 of all the uk(t) :/ P(T.. (t))q)(m)aai(r) (pi(t) — 2)dz.  (6)
pointsz € D, over a bounded domaih, C R™. We assume Q or
that the motion of the robots is holonomic, and thig(t) = Its value depends on the points in the actuator domain, and
u; for each robot4; of the teamA, wherei =1, ..., N.p;(t) is a gradient type function that directs the robots towards
is the position of each robot in a convex domdl C R™ the points less serviced. Such a control law is efficient
andu; is the input to the robots. Note thax, can be different to cover the neighborhood of the robot since it drives the
to D,: robots can pass through points that do not need to bebots towards the direction of maximum coverage benefit.
covered, and due to the range of the actuator, it is possibiowever, an important drawback is that gradient strategies
to give service to points not reachable by the robot. In anfall in local minima and stop the robots if there are sym-
case, the points oD, must keep a distance lower than themetries (e.g. null coverage or total coverage). To ensure
actuator range with the points @#, to ensure the coverage the total coverage of the domain, a local control law that
of the domain. depends only on the actuator domain is not enough. To
Let us introduce the coverage developed by a robeivoid blockages we propose to add a control component that
A;(t, z), which is obtained by integrating the covering actiorallows continuing the coverage of the domain by leaving the
a;(r) over timet: symmetrically covered zone. We suggest a global component
t that depends on the whole coverage map and that directs
Ai(t, x) :/ a(r)dt. (1) the robots towards a positiopt™ (t) € D,, from where it
0 can cover non covered points. The strategy to select global
Here,r = [l —p;(t)||. In this work, we restrict the actuators gpjectives?® (¢), and the control law to reach the objectives
to those with positive covering action in its domail  are developed in the following sections. We present now
and null outside, i.e.q;(r) > 0 Vv € Q;, andai(r) = G (¢) as a general function with the requirement of driving

0 Va & ;. We assignA;(0,z) = 0 Vz € Dy, Which  the robots to a position from where they can cover non
means that at the beginning, points are not serviced at &lyyered points.

The total coverage of the team is computed as the sum of o obj

the coverage action of each robbdtt, z) = 3,4 Ai(t, @), u;'(t) = fpi(t) — p;™ (1)), @)
although other consensus schemes could be used insteadanother important drawback of gradient strategies in this
Here, we introduce the coverage latk, (¢) of each robot ind of problems is the value of its module when the

over a pointz at timet as: neighborhood of the robot is almost covered. In this case,
Ai(t, x) the gradient is very low and the robot tends to slow down
Ti,(t)=1~ A (z) @) until it stops, being trapped in an almost covered zone ds if i

were quicksand. To overcome this drawback, and given that
the strong point of the gradient is its direction, we propose
T.(t)=1-— A(tvﬂf). (3) to combine local actions with global actions with an scheme
A*(z) that extracts their directions and weights them continlyous
We will focus on covering problems where the excess ofhe weights depend on the coverage error over the coverage
coverage is not harmful. Therefore, we introduce a positivdomain of each robat, (¢t) and, once they are obtained, give
semidefinite penalization function of the coverage latk:  more importance to the local coverage control law if theerro
P(Y,(t) < 1VYY.(t) >0andP(Y.(t)) =0 VY.(t) < overthe coverage domain is high, and more importance to
0, being P (Y, (t))/0Y.(t) > 0. Moreover, we introduce global coverage control law when the benefit of developing
®(z) € (0,1] Va € D, as the priority to cover each point coverage in the surrounding space of the robot is small. In
x at timet. ®(x) is a map that weights the interest of thesymmetrically covered zones, as the gradient is null, tballo
points in the domain to give more priority to determinedlirection is 0 and the robot is governed by the global action.

We also introduce the global coverage lack:

zones. The local weightV* and the global weighi’“ are obtained
We consider the error function of the whole domain:  with:
ep, (t) = wa ’P(Taﬁ(t))q)(fC)dIC7 (4) WL-L(t) _ eg% (t) (8)
I, ®(@)da WE) =1 - b, (1 (©)

and the error function of the actuator domain of each rObO\F\:/hereﬁ € R* is a parameter that emphasizes the global

co, (t) = Jo, P(Yi, (1)) ®(x)dx (5) Strategy if 3 > 1 or the local one if3 < 1. Further-
' Jo, ®(z)dzx ' more, the global term of the equation is multiplied by




a gain kf(dfbj(t)) € [0,1]. This gain depends on the each term of (13) separately we have:
distance of the robot to the objectiv&™ (t) = ||pi(t) — OP(T.(t))

p ()|, with kG(d™(t) = 0 if di(t) = 0 and o) >0, (14)
Ok (d™ (t))/0d2% (t) > 0. The global term vanishes when e
the robot reaches the objective and it grows as the robot goes Ofa(t) 1 <0 (15)
away from the objective. Consequently we propose: OA(t, x) A+ (x) ’

(1) = WE(#)ag (1) + K (5 ()W (B)ag' (1), (10) ON(t,x) _ ZN:Q- ) >0 16)
Finally, this action, whose module is less or equal 1 is ot i=1 ,

multiplied by a constant gaik; that represent; the maximum 0<®(z) < 1. 17)
velocity of each robot and bl —eq, (¢)). In this way, when

the local error is close to 1, the robot slows down to achiewd/herer depends on the position of the rohatt), which
the coverage objective @?; in the first try. As a result, the is computed with the control law (11) with:

path length and the time to completion is reduced because t

it is not needed to cover twice the same points. Otherwise, pi(t) = pi(0) +/ u; (t)dt. (18)
when a robot falls into an almost covered zone, the robot 0

speeds up to leave it and to arrive rapidly to an uncoverehd (14) is positive semidefinite, (15) is negative definited a
zone reducing also the time to completion. The proposdd6), (17) are positive definitép, (t) < 0 with ép, (t) =0

control lawu;(t) is then: only if the actuator domain is totally covered. This happéns
X the whole domairD,, has been covered, and thep_ (t) =
ui(t) = ki(1 — eq, (1)) (t). (11) 0. And also at some time, if Y,(t,) = 0 Vz € Q but

In our proposal, each robet; has a collection of coverage Y« (te) > 0 for somez € D, i.e., if the domain of the
maps {M,, (t;)]i € A} of all the robots of the team with actua;or_ of the robots is covered but some p_omt of the
a time labelt;. This coverage map contains the amoungo_ma'_” is not covered yet. Consequently, there will be dloba
of coverage developed by each robot in each point of tHePiectives and
domain. Each robo#l; updates continuously its own map wi(ty) = kS (8 )kC (d2% (1)) (19)
M,,(t;). Besides, when it meets with other robots their
information is shared. Two robots meet if their distancd his is a linear feedback control law that, by requirement of
is lower than a determined communication radius The (7), directs the robot towards global objectives from where
shared information between two robots that have met is n#ie robot can cover not totally covered regions. This ingplie
only their respective maps, but also the last updated maﬁ'@t, in a finite time, some robot will leave the totally coxer
of other robots. Finally, each robot computes a coveragéne that causesp, = 0, and as a consequenég, < 0 in
action with the merging of information of all the maps int = t, + € With € < co. u
its memory. In our proposal, the merging of information is m

) . HIERARCHICAL GRID STRATEGY
simply made by the sum of the amount of coverage of each ) )
robot as explained before. In this section, we propose a strategy to select global

Next, we demonstrate that the coverage task is fulfilled b9bjectives. It is based on the division of the domain in a-hier
using the algorithm proposed: archical grid ofJ levels. The procedure consists in dividing

. n J . . .
Proposition 2.1: The control strategy from (6) to (11) the space intd2") equal cells, being: the dimension of
drives the coverage error of the domaip, () — 0 as the domain, and covering them hierarchically from the ldwes

f = o0, level to the highest. Let us defing; = {11, )2, ..., }

Proof: The coverage error of the domain is a bounded@s the collection of cells of levgl=1,.... J with I = (2")",
positive semidefinite function by definition since < andmi; as the centroid of the non covered points of each

P(T,(t)) < 1, ®(x) € (0,1] and therefore: cell 4;;. The number of leveld is determined by iteratively
dividing the space, until the length of the diagonal of thié ce
0< fD, P(Yx(1)®(z)dz <1 (12) of the last levelD; is smaller than two times the actuator
- wa O(z)dx - range of the robotR), which depends on the actuator domain

The time derivative of the penalization inside the error is: {2; of the sensor.

ép,(t) = /D M@(x)dz D; =

5 (20)

~

with L; the size of each dimension of the domain. In this
:/ OP(T. (1)) OT(t) aA(t’x)cI)(;c)d;c (13) way, we ensure that from any;; the robot can cover the
o O0Y.(t) OA(tz) Ot points ofy;; that are not covered and does not get blocked.
As the robot can cover only the domdih, the error of the Eacht;; is then divided into2™ cells until the last level is
whole domainep, varies only inQ2 = Uf\;l Q;. Analyzing reached. An example of the division procedure of a square
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will focus on D, = D, C R2. The domain is100x100
Fig. 2. Hierarchical objectives tree. units square area with a coverage objectVgz) = 100
and®(z) =1 Vz € D,, and a team of 4 robots. We select

o - ) B=1/2,k =1, and
domain is shown in Fig. 1. Let us define the coverage error

e, , (t) of each celly;; for each robot as: kG (A% (1)) = tanh <2d§)bj (ﬂ) (23)
7 7 - R .
o o, POC ()0 (@) o |
€iy,, (V) = fwﬂ ®(z)de : We also define,
For a given robot and levelj, the choice of the objective 0 Tolt) <0
s : A ; . T = 11— Y. (t <Y.(t) <1
pf(”(t) is done with a criterion that weights distance andp( +(1)) 2 Cosl(w ) 0 T (t)(if
coverage error of the cells. * (24)
) (1) — T The algorithm has been tested with several actuator models
obj . 1 llpi(t) tJlH . . . :
p; 7 (t) = {miji :maz {1 — T e +éiy, )¢t and here, we present simulations with the following model:
. . . . . (22) (65,73 Zf 7 < T,
The global objective selection is now explained by means A 3 A 9
of an example for better understanding. Let us suppose that (7) = anr <1 +2 (%) -3 (;:::) > (25)
robot i = 4 starts the covering process in a hierarchical a

if rm <7<,

grid of 3 levels with the scheme in Fig. 2, at a position 0 if P>1,

belonging to cellsy1,21,132. Then, it selects its global
objective asmy32. Once that cell is covered, the robot will where ap; is the maximum actioni = ||x — p;(¢)||/R,
check whether its parent celp4; in this case) is covered. If being R the total actuator range, and, is the actuator
not, the next objective will be one of their remaining chddr percentage of the range where the action is maximum. This
cells @31, ¥33, ¥34) according to (22). In this exampje= 3,  function may model the behavior of laser sensors, demining,
Il = 1,3,4. When all the children cells of5; have been lawn mowing or cleaning robots and also, for instance, an
covered, o1 will be totally covered and then, the robotaerial vehicle with a camera onboard pointing downwards
will check whether celk);; is covered. If not, the selection for exploration or surveillance. In the simulations we use
process will be repeated for level two between the childfen evy;, = 5 andr,,, = 0.5 and R = 10. In the experiment,
111, and once level two is assigned, for their children of levelvhen two robots meet and have the same global objective cell
three. However, if celk)q; is totally covered, the selection v;;, the farther starts a new global objective selection from
process will start for the rest of cells of level;o, 113,114, level 1 to increase the coverage efficiency. Here, we have
and will continue for the children of the selected cell. Inconsidered a communication radius = 20 where robots
this way, a robot will perform the coverage cell by cellare able to share information. We have carried out extensive
hierarchically, covering all the children cells beforeesting simulations with robots starting at random positions. Big.
another parent. The main advantage of this approach is thettows the evolution of the error and Fig. 4 the action of each
it saves energy, given that the dynamic covering processtigbot in one of the simulations.
hierarchically ordered by zones. In Fig. 5, the coverage map of each robot at 1, 200, 600
is shown. Robot2 and 3 start together and share their
coverage information. Afterwards, around= 200, robots

In this section, we present simulation results using th2 and4 meet, share their maps and therefore have a similar
control algorithm proposed. For the following example, weoverage map. Around = 600 robots1 and 3 have also

IV. SIMULATION RESULTS
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Evolution of the action of each one of the 4 robots. aus

met, and therefore have also similar coverage maps. The
attached video shows the evolution of the coverage map of
each agent during the whole process. In Fig. 6, the global
coverage map evolution of the team of robots is shown.
The domain is rather covered at t=800 and it is totally
covered at t=896. Finally, we carried out some simulations
to compare the hierarchical strategy shown and a nearest
centroid strategy withs = 1/10. The nearest centroid
strategy selected consists in selecting as global obgectiv
the nearest non covered cell. If two robots meet and share
the same global objective, the farthest one searches anothe
different global objective. The valug/10 of the parameter

3, makes the global action negligible until the domain of the

line representsu;(t), dotted line represents the global component ofdCtuator of the robotis almost covered. As a result, witls¢he
ui(t), a8 (H)kE (d2 (£))WE () (1—eq, (t))k:, and dashed line represents two changes we achieved a strategy to compute direction

its local componenti” ()W} (t)(1 — eq, ())k:. These components are of motion very similar to [17]. There, a control law based
obtained introducing (10) into (11).

on the gradient is used until the robot is blocked and then,
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on the local coverage error. It gives more importance to
local objectives when the local error is high, and to global
objectives when the benefit of developing the coverage in the
neighborhood of the robot is small, solving the problem of
local minima. Our proposal is applicable to most coverage
problems straightforwardly because is based on normalized
error and action functions. The normalized action functgn
regulated up to the maximum velocity of a robot introducing
in a natural way the saturation of real systems. Furthermore
we achieve an efficient coverage slowing down the robot
when the error is high to ensure total coverage of the
neighborhood, and speeding up the robot when the error
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Fig. 7. Histogram and box plot of 2000 experiments compaurang
hierarchical strategy with nearest strategy. In the diagréhe x-axis
represents different path lengths while the y-axis remtsséhe number
of executions resulting with the corresponding path lendthe box plot
shows the average of the data with a dot inside a circle, thasliof the
box are the 25th and the 75th percentiles, the whiskers anteBjuartile
length and the crosses are the outliers.

(6]

(7]

a perturbation control law that directs towards the nearesg;
non covered point is used. We carry out 2000 experiments
starting at random positions and we compared the sum of the
path lengths of the team of robots as a power consumptiop;
measurement. Fig. 7 shows the histogram and the box plot
of the data. The average of the hierarchical approach is 1739]
units of distance, whereas the average of the nearest agpproa
is 2838, a 64% higher. Moreover, near the 75th percentile of
the path lengths of our hierarchical approach are below e
path length of the nearest approach. Due to the reduction
in the path length, there is also a reduction in the timéz2]
to completion. The media of the 2000 experiments for OU["ls]
hierarchical strategy is 989 units of time whereas the &eera

of the nearest approach is 1278, a 30% higher. (141

V. CONCLUSION

In this paper, we have proposed a new control algorithm
for the dynamic coverage of a domain developed by a tea
of robots. The proposed approach has been tested throygh)
simulations and compared with the nearest uncovered point
strategy implemented in previous dynamic coverage algo-
rithms. The experimental results show the better perfooman
of our approach, which is based on a new strategy to seldt]
global objectives that consist in a hierarchical grid decom
position of the map. We have proposed the combination of
the hierarchical grid decomposition with a gradient based
control law through an scheme that weights them depending

is low to leave covered zones and to arrive rapidly to an
uncovered zone.
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