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Abstract Mobile vision leads to more robust
methods of recovering structure than those
based on binocular stereo. To solve the struc-
ture from motion problem, direct methods
avoid both optical flow and correspondence
computation. In this paper, we propose to
obtain the location of 3D straight edges from
a camera placed in the hand of a robot using
these methods. The algorithm is based on im-
age regions supporting the geometric features
and can be applied with any known camera
motion.

1 Introduction

A robot works with objects in a real, prone to un-
certainty environment. To the end of reducing the
engineering which supplies the objects in prefixed lo-
cations, the robot has to be provided with sensorial
capabilities.

Vision is the sensor which provides more informa-
tion, but as with other sensors, its information is in-
complete and noisy. It is expected that mobile vision
research will lead to more robust methods of recover-
ing depth than those used for binocular stereo. When
the camera can be moved some advantages are intro-
duced. So, third dimension can be extracted; camera
can be directed towards the best position of obser-
vation; observed features can be fixed in the image;
motion can be made as short or large as desired.

Methods for extracting shape and motion infor-

mation from vision can be classified as optical flow-
based, correspondence-based, and direct methods.
Besides those, a sequence of images and some inte-
gration mechanism can be considered to improve the
results of the perception.

In the first two approaches, after the computation
of optical flow or the correspondence between fea-
tures, the structure and motion is determined. Di-
rect methods avoid both, correspondence and optical
flow computation, and the structure and motion is
extracted without this intermediate step.

In [4] some special cases to extract structure from
motion with direct methods are addressed. In [7] the
direct approach by fixation of a small patch of ap-
proximately constant depth is presented. In [1] the
task of obstacle avoidance is solved without recon-
struction of range. In [3] the direct approach is used
combined with a Kalman filter algorithm to reduce
the noise effects.

We present a direct approach to extract the 3D
parameters of a straight line using the information
from two images at least, which are taken by a camera
with known motion located in the hand of a robot.
We propose to achieve this goal with the following
ideas:

- The use of geometric information better than the
use of parametric information.

- Macro-features (straight lines, arcs of circle, ...)
instead of points are extracted. Macro-features
are more robust to occlusions, they are easier to
extract and to match. Besides that, they provide



more information. Anyway, points can also be
included (edge with tip).

- With the aim of reducing the location uncer-
tainty, the information from regions better than
from pixels themselves in the image is evaluated.
So, feature support regions are the perception
basis.

- The link of the different steps in the computation
avoids to throw away information in intermedi-
ate results.

- The shape from motion and shape from contour
may be the two most powerful ways to extract
the structure when dealing with visual informa-
tion. We propose the features to be contours of
the object.

In §2 we present the background of the proposed
algorithm. In §3 we present the method to locate
straight lines making some considerations on edge
orientation. Finally §4 is devoted to expose some
conclusions and future developments.

2 Background of the approach

We adopt a pinhole camera model with a planar
screen. The camera model is illustrated in figure 1.
The origin of the camera coordinate system OXY Z
is on the projection center of the camera. The Z
axis is aligned with the optical axis and the focal
length is considered to be the unit. Without loss of
generality, the image plane is in front of the pinhole
to avoid dealing with inverted images. A point in the
scene with X = (X, Y, Z) coordinates in that system
is projected in the image with (x, y, 1) coordinates,
being:

x =
X

Z
, y =

Y

Z
(1)

The optical flow is the apparent motion of the
brightness pattern in a sequence of images. Ide-
ally the optical flow will correspond with the motion
field. However local measurements of movement in
the changing image generally provide only one com-
ponent of local velocity, rather than the full 2D ve-
locity vector. Therefore an additional constraint to
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Figure 1: Pinhole camera model

compute the two-dimensional velocity field would be
required.

Assuming that any given point on the object ap-
pears in the successive image frames with a con-
stant brightness (which is a reasonable assumption
in many situations), we can formulate the brightness
constraint equation [5].

dE

dt
= 0

where E denotes the brightness of a point in the im-
age and t the time.

This equation can be rewritten as:

δE

δx

dx

dt
+

δE

δy

dy

dt
+

δE

δt
= Ex u + Ey v + Et = 0

(2)
Motion field can be originated by object or cam-

era motion. Let us suppose the camera moves with
respect to the scene and its motion to be composed
by a translation t = [Vx, Vy, Vz] and a rotation w =
[Wx,Wy,Wz] in the camera reference system. The
expressions relating the displacement in the image
(u, v) of the point (X, Y, Z), with the camera motion
are:

[
u
v

]
=

1
Z

[ −1 0 x
0 −1 y

] 


Vx

Vy

Vz


 + (3)



+
[

x y −(x2 + 1) y
y2 + 1 −x y −x

] 


Wx

Wy

Wz




Instead of computing optical flow, the brightness
constraint equation (2) and the motion field equa-
tion (3) are taken and one equation that links image
brightness gradients to motion and structure param-
eters is obtained [6].

s · t
Z

+ v ·w + Et = 0 (4)

being s = [−Ex,−Ey, x Ex + y Ey]T and v = [Ey +
y(x Ex +y Ey),−Ex−x(x Ex +y Ey), y Ex−x Ey]T .

This equation relates the observer motion (t, w),
the depth of the scene (Z) and certain measurable
quantities of the images (s, v and Et).

In our approach we use the depth of the scene com-
puted from (4) to replace it in the straight line equa-
tions.

3 Extraction of 3D features with a
mobile camera

We extract the 3D parameters of a straight edge
from two images, taken with a camera of known mo-
tion by direct methods.

The 3D features are represented as in the Sym-
metries and Perturbation Model [8] by a reference
system attached to them and their location by the
transformation from this reference to a global refer-
ence. The frame attached to an edge has the X axis
in the direction of the line and the origin on any of its
points. Thus, to obtain edge location, the direction
(nx, ny, nz) of the edge and the position (Px, Py, Pz)
of a point on the edge must be given.

The first step in the procedure proposed is the ex-
traction of spatial gradients to segment the image.
Pixels are grouped into line support regions (LSR) of
similar direction of brightness gradient [2], with the
gradient magnitude larger than a threshold.

The masks used in the computation of the gradient
are selected as a function of the detail of the lines to
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Figure 2: The intersection of the planes π1 and π2

gives the line

be searched. Large masks tend to smooth the image
and to reduce the clarity of fine details.

The segmentation in function of the gradient orien-
tation is made using fixed and overlapped partitions.
Two overlapped partitions of constant intervals (usu-
ally eight 45◦ intervals or sixteen 22.5◦ intervals) are
used to group pixels according to the gradient direc-
tion. This partition overlap avoids that a straight
line provokes separated LSR, when its orientation is
close to the partition boundary.

So, we obtain line-support regions, containing all
information available of the straight contours.

After the image segmentation, instead of comput-
ing directly the depth of each pixel or patch of pixels,
we combine straight line equations and (4) to obtain
relations linking image gradients and motion param-
eters to edge parameters.

3.1 Basis of the proposed method

Let us name (Px, Py, 0) to the intersection point of
the edge with the XY plane of the camera reference
system.

If that point exists, nz is not zero and the normality
constraint (nx

2+ny
2+nz

2 = 1) can be applied, giving
the following relation:

nz
2 =

1
Nx

2 + Ny
2 + 1

(5)



where:
Nx =

nx

nz
, Ny =

ny

nz
(6)

So, the edge location is given with Nx, Ny, Px, Py

parameters.
The 3D straight edge can be expressed as the in-

tersection of two planes π1 and π2 being parallels to
the Y and X axis of the camera reference system re-
spectively (Figure 2).

From the direction vector of the edge, a normal
vector to π1 can be n = (nz, 0,−nx). Besides that,
one of its points can be P = (Px, 0, 0). Therefore the
equation of π1 plane expressed as n · (X−P) = 0, is:

nz X − nx Z − Px nz = 0 (7)

With (1) and (6) equations, we have:

(x−Nx) Z − Px = 0 (8)

The expression [(x−Nx) Z−Px]2 is a fitting mea-
sure of generic points to this plane. Substituting the
expression of the depth (Z) from equation (4) in this
measure we obtain:

[(x − Nx) (
−s · t

v ·w + Et
)− Px]2 (9)

Similarly a normal to the π2 plane can be
(0, nz,−ny) and one of its points (0, Py, 0). Oper-
ating as above, we arrive to:

[(y −Ny) (
−s · t

v ·w + Et
)− Py]2 (10)

The (9) and (10) expressions are two measures of
the fitting of the line-support region to π1 and π2

planes. This fitting is expressed in function of the pa-
rameters of the straight line, the camera motion and
data extracted from the images (spatial and temporal
brightness gradients).

Integrating these measures by a least-squares based
method along the LSR, we obtain the parameters of
the location of the straight edge. Thus, the integrals
are:

J1 =
∫ ∫

LSR

[(x−Nx)(
−s · t

v ·w + Et
)− Px]2 dx dy

J2 =
∫ ∫

LSR

[(y −Ny)(
−s · t

v ·w + Et
)− Py]2 dx dy

In the first measure expression, Nx and Px are the
unknowns. In the second measure Ny and Py

For an extreme of J1, we have:

δJ1

δNx
= 0 ,

δJ1

δPx
= 0

That is:
∫ ∫

LSR

[(x−Nx)(
s · t

v ·w + Et
)+Px][

s · t
v ·w + Et

] dx dy = 0

∫ ∫

LSR

[(x−Nx)(
s · t

v ·w + Et
) + Px] dx dy = 0

which constitutes a system of two equations in the
two parameters of the edge unknowns (Nx, Px),
whose solution is:

Nx =
S Sv2x − Svx Sv

S Sv2 − Sv
2 (11)

Px =
Sv Sv2x − Svx Sv2

S Sv2 − Sv
2 (12)

being:

S =
∫ ∫

LSR

dx dy

Sv =
∫ ∫

LSR

s · t
v ·w + Et

dx dy

Sv2 =
∫ ∫

LSR

(s · t)2
(v ·w + Et)2

dx dy

Svx =
∫ ∫

LSR

x
s · t

v ·w + Et
dx dy

Sv2x =
∫ ∫

LSR

x
(s · t)2

(v ·w + Et)2
dx dy

Similarly minimizing J2:

δJ2

δNy
= 0 ,

δJ2

δPy
= 0 (13)



We have a two equations system in the other loca-
tion parameters of the straight line (Ny, Py). Oper-
ating, we obtain:

Ny =
S Sv2y − Svy Sv

S Sv2 − Sv
2 (14)

Py =
Sv Sv2y − Svy Sv2

S Sv2 − Sv
2 (15)

where:

Svy =
∫ ∫

LSR

y
s · t

v ·w + Et
dx dy

Sv2y =
∫ ∫

LSR

y
(s · t)2

(v ·w + Et)2
dx dy

Finally nz can be obtained from the (5), (11) and
(14) equations, and nx, ny from (6) and the above
equations. The location of a point on the edge to fix
its reference system is obtained with (12) and (15)
expressions and Pz equal to zero. The origin of the
frame attached to the line is translated to a point in
the middle of the projection of the line.

3.2 Considerations on edge orientation

The method is proposed as a general one. However,
depending on edge orientation some considerations
can be made on the planes describing the edge.

Edge ‖ XY plane

In this case the edge do not intersect the image plane,
and the two planes π1 and π2 defined as in the prece-
dent paragraph will be the same.

However, the depth of the line is constant. Its nz

parameter will be null and its nx and ny parameters
will be those of its projection in the image.

The edge in the image can easily be extracted from
the intersection of two brightness planes [2]. One of
the planes is obtained by a least-squares fitting of the
intensity slope in the LSR, weighting the brightness
of pixels with gradient magnitude. The other plane
has a constant height which is the mean brightness
Em (weighted with the gradient module) in the line
support region.

From the projection in the image, a point (x0, y0)
is obtained. It remains to obtain the Pz, that is also
evaluated with a least-squares method. A measure
of the fitting of the line-support region to the plane
containing it and being parallel to the image plane
(Z = Pz) is minimized:

J =
∫ ∫

LSR

[Pz − (
−s · t

v ·w + Et
)]2 dx dy

to obtain:

Pz = − Sv

S
(16)

The location of the reference system attached to
the 3D straight edge will be given by a point (x0Pz,
y0Pz, Pz) and the direction (nx, ny, 0) obtained pre-
viously.

Edge ‖ XZ or YZ planes

When the edge is parallel to XZ plane or YZ plane, its
ny or nx component is, respectively, null. Anyway,
the planes describing the edge are well defined and
the algorithm described in 3.1 works correctly.

Edge ‖ X axis or Y axis

When the edge is parallel to X axis or Y axis its ny,
nz or nx, nz are, respectively nulls but they can be
considered as particular cases of the first one consid-
ered (edge ‖ XY plane).

Edge ‖ Z axis

When the edge is parallel to Z axis nx and ny are
nulls and the edge will nearly appear in the image as
a point. Anyway, the planes are also well defined.

3.3 Complete algorithm

The exposed method allows to obtain the 3D
straight edge from two images taken with a camera
moved without constraints in motion direction. Obvi-
ously with this direct formulation the camera motion
must be small.

The complete algorithm can be summarized as fol-
lows:



- Segment the first image. Extract line-support
regions.

- Evaluate the spatial and temporal brightness
gradient in each pixel of the line-support region
using at least two images.

- Obtain Nx, Ny from the expressions of §3.1.

If Nx
2 +Ny

2 is less than a threshold we evaluate
Px and Py as in §3.1.

If Nx
2 +Ny

2 is greater than the fixed threshold,
the straight line is considered to be parallel to
the image plane or particularly to X or Y axis.
In this case the procedure presented in §3.2 is
used.

3.4 Using a different minimization norm

In the least-squares process a weighting norm can
be considered. Thus, we propose the use of the tem-
poral gradient due to translation (Et + v ·w) which
adds the following advantages:

- Avoids the problem that could origin a pixel
having a null translational temporal gradient
(Et +v ·w = 0) in the evaluation of the integral
terms.

- Pixels having larger temporal gradient due to
translation are given more weight. These pixels
correspond to closest points to the image plane
which are the pixels adding less error (accuracy
decreases with depth). Besides that, temporal
gradient will be greater in pixels with greater
spatial gradient (pixels closest to the theoretic
edge).

A second factor can be added as weighting norm.
It is interesting pixels near the theoretical edge to
contribute more in the fitting than pixels far from it.
Thus we introduce a function (Nw) proportional to
gradient magnitude which reduces the contribution
of pixels far from the edge. The integrals remains to
be:

J1n =
∫ ∫

LSR

[(x−Nx)(s·t)+(v·w+Et)Px]2 Nw dxdy

J2n =
∫ ∫

LSR

[(y−Ny)(s·t)+(v·w+Et)Py]2 Nw dxdy

For an extreme of J1n and J2n, we obtain the line
parameters.

Nx =
S2x V2 − Vsx Vs

S2 V2 − Vs
2 (17)

Px =
S2x Vs − Vsx S2

S2 V2 − Vs
2 (18)

Ny =
S2y V2 − Vsy Vs

S2 V2 − Vs
2 (19)

Py =
S2y Vs − Vsy S2

S2 V2 − Vs
2 (20)

being the integral factors:

S2 =
∫ ∫

LSR

(s · t)2 Nw dx dy

S2x =
∫ ∫

LSR

x (s · t)2 Nw dx dy

S2y =
∫ ∫

LSR

y (s · t)2 Nw dx dy

V2 =
∫ ∫

LSR

(v ·w + Et)2 Nw dx dy

Vs =
∫ ∫

LSR

(s · t)(v ·w + Et) Nw dx dy

Vsx =
∫ ∫

LSR

x (s · t)(v ·w + Et) Nw dx dy

Vsy =
∫ ∫

LSR

y (s · t)(v ·w + Et) Nw dx dy

When nz is zero we must determine Pz. Using the
new norm in the minimization, the depth is obtained
from the following expression:

Jn =
∫ ∫

LSR

[(v ·w + Et)Pz + s · t]2 Nw dx dy

and therefore:

Pz = − Vs

V2
(21)



4 Summary and Conclusions

The use of geometric features in object recogni-
tion and localization for robotic tasks is noticeably
interesting when working in unstructured scenes. Vi-
sion sensor provides several advantages with respect
to other sensors. We propose the use of mobile vi-
sion with the camera in the hand of a robot to locate
geometric features, such as straight lines and arcs of
circles.

In this paper we present an algorithm to extract the
location of straight edges by direct methods, from two
images taken with a mobile camera . The proposed
work avoids the difficulties in the matching or in the
full extraction of optical flow.

Feature support regions in the image are used and
with a least squares approach the 3D edge location is
directly extracted. A weighting norm that improves
the results is considered.

Actually we are implementing the proposed
method to state its efficiency. We are also studying
other approaches in the minimization process which
are supposed to be more general and efficient. So we
are researching the direct fitting of pixels in the LSR
to a 3D straight edge and other method to locate the
edge taking the information of an image completely
processed as the basis and one second image with a
simple processing.

The comparison of the methods we are now devel-
oping will be presented in future works.
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